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# ON THE BISHOP-PHELPS-BOLLOBÁS PROPERTY FOR NUMERICAL RADIUS IN $C(K)$ SPACES 

A. AVILÉS, A. J. GUIRAO, AND J. RODRÍGUEZ

Dedicated to Irene


#### Abstract

We study the Bishop-Phelps-Bollobás property for numerical radius within the framework of $C(K)$ spaces. We present several sufficient conditions on a compact space $K$ ensuring that $C(K)$ has the Bishop-Phelps-Bollobás property for numerical radius. In particular, we show that $C(K)$ has such property whenever $K$ is metrizable.


## 1. Introduction

The Bishop-Phelps-Bollobás property for numerical radius has been recently introduced in [14] as a quantitative way of studying the set of operators on a Banach space that attain their numerical radius (see below for precise definitions). Since Sims [19] raised the question of the norm denseness of the set of numerical radius attaining operators, several results have been obtained in this direction. Acosta initiated a systematic study of this problem in her Ph.D. Thesis [1], followed by [2] and joint works with Payá [4] 5]. Prior to them, Berg and Sims [6] gave a positive answer for uniformly convex spaces and Cardassi obtained positive answers for $\ell_{1}, c_{0}, C(K)\left(K\right.$ compact metric space), $L_{1}(\mu)$ and uniformly smooth spaces, see [9, 10, 11]. Note that Johnson and Wolfe [15] had already shown that the set of norm attaining operators $T: C(K) \rightarrow C(L)$ is norm dense in the space of operators $\mathfrak{L}(C(K), C(L))$, where $K$ and $L$ are arbitrary compact spaces. Acosta [1] pointed out that an operator $T: C(K) \rightarrow C(K)$ attains its norm if and only if it attains it numerical radius. This observation together with Johnson and Wolfe's result led her to conclude that the set of numerical radius attaining operators on $C(K)$ is dense in $\mathfrak{L}(C(K))$.

Using a renorming of $c_{0}$, Payá [17] provided an example of a Banach space $X$ such that the set of numerical radius attaining operators on $X$ is not norm dense in $\mathfrak{L}(X)$, answering in the negative Sims' question. Acosta, Aguirre and Payá [3] gave another counterexample: $X=\ell_{2} \oplus_{\infty} G$, where $G$ is Gowers' space. Observe that these examples show that there exist Banach spaces failing the Bishop-Phelps-Bollobás property for numerical radius.

In [14] it is shown that $\ell_{1}$ and $c_{0}$ have the Bishop-Phelps-Bollobás property for numerical radius. In fact, the proof for $c_{0}$ can be reduced to a duality argument from the proof for $\ell_{1}$. In this paper we focus on the Banach space $C(K)$ and we discuss whether this space has the Bishop-Phelp-Bollobás property for numerical radius. Trying to transfer the ideas in [14] to the $C(K)$ case is clearly not enough.

We now summarize briefly the contents of this paper.

[^0]In Section 2 we introduce the concepts of compensation of a regular measure and of compact space admitting local compensation (Definition 2.1). These notions are essential tools for our proofs and are applied to obtain a parametric version of the classical Bishop-Phelps-Bollobás theorem for functionals on $C(K)$ (Lemma[2.9). Then we show that $C(K)$ has the Bishop-Phelps-Bollobás property for numerical radius whenever $K$ admits local compensation (Theorem 2.2).

In Section 3 we show that every compact metric space admits local compensation. In fact, a stronger result holds true, namely, that every compact metric space admits a compensation function (Definition 3.1). We rely on the constructive proof that the Cantor set admits a compensation function (Theorem 3.6) and the fact that compensation functions can be transferred to other compacta via regular averaging operators (Lemma 3.5). As a consequence of Theorem 2.2, it turns out that $C(K)$ has the Bishop-Phelps-Bollobás property for numerical radius whenever $K$ is metrizable.

In Section 4 we discuss the case of non-metrizable compacta. With the help of the auxiliary concept of closeness function, we present two examples of compact spaces admitting local compensation but no compensation function (Theorems 4.8 and 4.11). We also show that there exist compact spaces that do not admit local compensation. We finish the paper with some open problems, see Subsection 4.3 .

Terminology. By countable we mean finite or countably infinite. The first uncountable ordinal is denoted by $\omega_{1}$. All our Banach spaces $X$ are real. We write

$$
B_{X}=\{x \in X:\|x\| \leq 1\} \quad \text { and } \quad S_{X}=\{x \in X:\|x\|=1\} .
$$

The topological dual of $X$ is denoted by $X^{*}$ and the weak* topology on $X^{*}$ is denoted by $\omega^{*}$. The evaluation of $x^{*} \in X^{*}$ at $x \in X$ is denoted by $x^{*}(x)=\left\langle x^{*}, x\right\rangle=\left\langle x, x^{*}\right\rangle$. We write $\Pi(X)=\left\{\left(x, x^{*}\right) \in S_{X} \times S_{X^{*}}: x^{*}(x)=1\right\}$. We write

$$
\pi_{2}(x)=\left\{x^{*} \in B_{X^{*}}: x^{*}(x)=1\right\} \quad \text { and } \quad \pi_{2}(x, \delta)=\left\{x^{*} \in B_{X^{*}}: x^{*}(x) \geq 1-\delta\right\}
$$

for every $x \in B_{X}$ and $\delta>0$. By an operator on $X$ we mean a linear continuous mapping $T: X \rightarrow X$. Its numerical radius is defined by

$$
\nu(T)=\sup \left\{\left|\left\langle x^{*}, T(x)\right\rangle\right|:\left(x, x^{*}\right) \in \Pi(X)\right\}
$$

The Banach space of all operators on $X$ is denoted by $\mathfrak{L}(X)$. It is well known that $\nu(\cdot)$ is a continuous seminorm on $\mathfrak{L}(X)$. In general, there exists a constant $n(X) \geq 0$ (the numerical index of $X$ ) such that

$$
n(X)\|T\| \leq \nu(T) \leq\|T\| \quad \text { for all } T \in \mathfrak{L}(X)
$$

For background in numerical radius (resp. index) we refer to [7, 8] (resp. [16]). The Bishop-Phelps-Bollobás property we are concerned about is defined as:

Definition 1.1. We say that a Banach space $X$ has the Bishop-Phelps-Bollobás (BPB) property for numerical radius if there is a function $\delta:(0,1) \rightarrow(0,1)$ such that: for every $0<\varepsilon<1, T \in \mathfrak{L}(X)$ with $\nu(T)=1$ and $\left(x, x^{*}\right) \in \Pi(X)$ with $\left\langle x^{*}, T(x)\right\rangle \geq 1-\delta(\varepsilon)$, there exist $T_{0} \in \mathfrak{L}(X)$ with $\nu\left(T_{0}\right)=1$ and $\left(x_{0}, x_{0}^{*}\right) \in \Pi(X)$ with $\left\langle x_{0}^{*}, T_{0}\left(x_{0}\right)\right\rangle=1$ such that $\nu\left(T-T_{0}\right) \leq \varepsilon,\left\|x-x_{0}\right\| \leq \varepsilon$ and $\left\|x^{*}-x_{0}^{*}\right\| \leq \varepsilon$.

Let $K$ be a compact space (i.e. compact Hausdorff topological space). We denote by $C(K)$ the Banach space of all continuous real-valued functions on $K$ (equipped with the supremum norm). It is known that $n(C(K))=1$ and therefore $\nu(T)=\|T\|$ for every $T \in \mathfrak{L}(C(K))$. Given any $f \in C(K)$ and $r \in \mathbb{R}$, we freely use notations like
$\{f \leq r\}=\{t \in K: f(t) \leq r\}$. The dual $C(K)^{*}$ is identified (via Riesz's theorem) with the Banach space $\mathcal{M}(K)$ of all regular Borel (signed) measures on $K$ (equipped with the total variation norm). We write $\mathcal{M}^{+}(K)=\{\mu \in \mathcal{M}(K): \mu \geq 0\}$. For every $t \in K$ we denote by $\delta_{t} \in \mathcal{M}(K)$ the Dirac measure at $t$. As usual, given any $\mu \in \mathcal{M}(K)$, we write $|\mu|, \mu^{+}$and $\mu^{-}$to denote, respectively, the variation, positive part and negative part of $\mu$. By a Hahn decomposition of $\mu$ we mean a partition $(P, N)$ of $K$ into Borel sets such that $\mu(B) \geq 0$ (resp. $\mu(B) \leq 0$ ) for every Borel set $B \subseteq P$ (resp. $B \subseteq N$ ). The support of $\mu$ is denoted by $\operatorname{supp}(\mu)$. Given $\mu_{1}, \mu_{2} \in \mathcal{M}(K)$, we write $\mu_{1} \ll \mu_{2}$ (resp. $\left.\mu_{1} \perp \mu_{2}\right)$ if $\mu_{1}$ is absolutely continuous with respect to $\mu_{2}$ (resp. $\mu_{1}$ and $\mu_{2}$ are mutually singular).

## 2. BPB PROPERTY FOR NUMERICAL RADIUS IN $C(K)$

Throughout this section $K$ is a fixed compact space. Our aim is to give a sufficient condition ensuring that $C(K)$ has the BPB property for numerical radius, namely, that $K$ admits local compensation (see the following definition). In Sections 3 and 4 we shall prove that $K$ admits local compensation whenever it is metrizable, as well as in other cases.

Definition 2.1. Let $W(K)$ be the set of all $\omega^{*}$-continuous functions $F: K \rightarrow B_{\mathcal{M}(K)}$.
(i) We say that $\nu \in \mathcal{M}(K)$ is a compensation of $\mu \in \mathcal{M}(K)$ provided that:

- $0 \leq \nu \leq \mu^{+}$and $\nu(K)=\mu(K)$ if $\mu(K)>0$;
- $\nu=0$ if $\mu(K) \leq 0$.
(ii) We say that $G \in W(K)$ is a compensation of $F \in W(K)$ if $G(t)$ is a compensation of $F(t)$ for every $t \in K$.
(iii) We say that $K$ admits local compensation if every element of $W(K)$ admits a compensation.

Theorem 2.2. If $K$ admits local compensation, then $C(K)$ has the BPB property for numerical radius.

In order to prove Theorem 2.2 we need several lemmas. Let us first point out that compensations of single measures always exist:
Remark 2.3. If $\mu \in \mathcal{M}(K)$ satisfies $\mu(K)>0$ and we set $\lambda:=\frac{\mu(K)}{\mu^{+}(K)} \in(0,1]$, then $\nu:=\lambda \mu^{+}$is a compensation of $\mu$.

Lemma 2.4. If $\nu \in \mathcal{M}(K)$ is a compensation of $\mu \in \mathcal{M}(K)$, then $\|\mu-\nu\| \leq 2\left\|\mu^{-}\right\|$and $\|\nu\| \leq\|\mu\|$.

Proof. This is obvious if $\mu(K) \leq 0$. Suppose $\mu(K)>0$. Since $\left(\mu^{+}-\nu\right) \perp \mu^{-}$, we have

$$
\begin{aligned}
\|\mu-\nu\|=\left\|\left(\mu^{+}-\nu\right)-\mu^{-}\right\| & =\left\|\mu^{+}-\nu\right\|+\left\|\mu^{-}\right\|= \\
=\left(\mu^{+}-\nu\right)(K)+\mu^{-}(K) & =\mu^{+}(K)-\mu(K)+\mu^{-}(K)=2 \mu^{-}(K)=2\left\|\mu^{-}\right\|
\end{aligned}
$$

On the other hand, $\|\nu\|=\nu(K)=\mu(K) \leq\|\mu\|$.
Lemma 2.5. Let $(f, \mu) \in S_{C(K)} \times S_{\mathcal{M}(K)}$ and let $(P, N)$ be a Hahn decomposition of $\mu$. Then $\mu(f)=1$ if and only if

$$
|\mu|((\{f=1\} \cap P) \cup(\{f=-1\} \cap N))=1
$$

Proof. Write $A:=(\{f=1\} \cap P) \cup(\{f=-1\} \cap N)$. Observe first that

$$
\begin{equation*}
\int_{A} f \mathrm{~d} \mu=\int_{\{f=1\} \cap P} f \mathrm{~d} \mu+\int_{\{f=-1\} \cap N} f \mathrm{~d} \mu=|\mu|(A) . \tag{2.1}
\end{equation*}
$$

Therefore, if $|\mu|(A)=1$ then $\mu(f)=\int_{A} f \mathrm{~d} \mu=1$.
Conversely, if $\mu(f)=1$ then

$$
1=\mu(f)=\int_{A} f \mathrm{~d} \mu+\int_{K \backslash A} f \mathrm{~d} \mu \stackrel{\sqrt[2.1]{=}}{=}|\mu|(A)+\int_{K \backslash A} f \mathrm{~d} \mu
$$

and so $|\mu|(K \backslash A)=\int_{K \backslash A} f \mathrm{~d} \mu$. Since we have
$\alpha:=\int_{\{f \neq 1\} \cap P} f \mathrm{~d} \mu \leq|\mu|(\{f \neq 1\} \cap P), \quad \beta:=\int_{\{f \neq-1\} \cap N} f \mathrm{~d} \mu \leq|\mu|(\{f \neq-1\} \cap N)$
and

$$
\alpha+\beta=\int_{K \backslash A} f \mathrm{~d} \mu=|\mu|(K \backslash A)=|\mu|(\{f \neq 1\} \cap P)+|\mu|(\{f \neq-1\} \cap N),
$$

it follows that

$$
\begin{equation*}
|\mu|(\{f \neq 1\} \cap P)=\alpha=\int_{\{f \neq 1\} \cap P} f \mathrm{~d}|\mu| \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
|\mu|(\{f \neq-1\} \cap N)=\beta=-\int_{\{f \neq-1\} \cap N} f \mathrm{~d}|\mu| . \tag{2.3}
\end{equation*}
$$

Clearly, (2.2) yields $|\mu|(\{f \neq 1\} \cap P)=0$ and (2.3) yields $|\mu|(\{f \neq-1\} \cap N)=0$, so that $|\mu|(K \backslash A)=0$. Therefore $|\mu|(A)=1$.

Definition 2.6. Let $f \in C(K)$ and $0<\sigma<\varepsilon$. Since the sets $\{f \geq 1-\sigma\}$ and $\{f \leq 1-\varepsilon\}$ are closed and disjoint, Tietze extension theorem ensures the existence of a non-negative $u_{\sigma, \varepsilon}^{f} \in B_{C(K)}$ such that

$$
\left.u_{\sigma, \varepsilon}^{f}\right|_{\{f \geq 1-\sigma\}} \equiv 1 \quad \text { and }\left.\quad u_{\sigma, \varepsilon}^{f}\right|_{\{f \leq 1-\varepsilon\}} \equiv 0
$$

In the same way, there is a non-negative $v_{\sigma, \varepsilon}^{f} \in B_{C(K)}$ such that

$$
\left.v_{\sigma, \varepsilon}^{f}\right|_{\{f \leq-1+\sigma\}} \equiv 1 \quad \text { and }\left.\quad v_{\sigma, \varepsilon}^{f}\right|_{\{f \geq-1+\varepsilon\}} \equiv 0 .
$$

Given any $\mu \in \mathcal{M}(K)$, we define $\mu_{\sigma, \varepsilon}^{f, 1}, \mu_{\sigma, \varepsilon}^{f, 2} \in \mathcal{M}(K)$ by

$$
\mu_{\sigma, \varepsilon}^{f, 1}(g):=\int_{K} g \cdot u_{\sigma, \varepsilon}^{f} \mathrm{~d} \mu \quad \text { and } \quad \mu_{\sigma, \varepsilon}^{f, 2}(g):=\int_{K} g \cdot v_{\sigma, \varepsilon}^{f} \mathrm{~d} \mu \quad \text { for all } g \in C(K) .
$$

Remark 2.7.
(i) If $\varepsilon<1$ then $\mu_{\sigma, \varepsilon}^{f, 1} \perp \mu_{\sigma, \varepsilon}^{f, 2}$.
(ii) The mappings $\mu \mapsto \mu_{\sigma, \varepsilon}^{f, 1}$ and $\mu \mapsto \mu_{\sigma, \varepsilon}^{f, 2}$ are $\omega^{*}-\omega^{*}$-continuous.

Lemma 2.8. Let $f \in B_{C(K)}, \mu \in B_{\mathcal{M}(K)}$ and $0<\sigma<\varepsilon<1$. Then:
(i) $\left\|\mu_{\sigma, \varepsilon}^{f, 1}\right\| \leq 1$ and $\left\|\mu_{\sigma, \varepsilon}^{f, 2}\right\| \leq 1$;
(ii) $\left\|\left(\mu_{\sigma, \varepsilon}^{f, 1}\right)^{+}\right\|+\left\|\left(\mu_{\sigma, \varepsilon}^{f, 2}\right)^{-}\right\| \geq 1-(1-\mu(f)) / \sigma$;
(iii) $\left\|\left(\mu_{\sigma, \varepsilon}^{f, 1}\right)^{-}\right\|+\left\|\left(\mu_{\sigma, \varepsilon}^{f, 2}\right)^{+}\right\| \leq(1-\mu(f)) / \sigma$;
(iv) $\left\|\mu-\mu_{\sigma, \varepsilon}^{f, 1}-\mu_{\sigma, \varepsilon}^{f, 2}\right\| \leq(1-\mu(f)) / \sigma$.

Proof. Write $\mu_{1}:=\mu_{\sigma, \varepsilon}^{f, 1}$ and $\mu_{2}:=\mu_{\sigma, \varepsilon}^{f, 2}$. Let $(P, N)$ be a Hahn decomposition of $\mu$ and define

$$
C:=(\{f \geq 1-\sigma\} \cap P) \cup(\{f \leq-1+\sigma\} \cap N) .
$$

We claim that $|\mu|(C) \geq 1+(1-\mu(f)) / \sigma$. Indeed, we have

$$
\begin{equation*}
|\mu|(C) \geq \int_{C} f \mathrm{~d} \mu=\int_{K} f \mathrm{~d} \mu-\int_{K \backslash C} f \mathrm{~d} \mu=\mu(f)-\int_{K \backslash C} f \mathrm{~d} \mu \tag{2.4}
\end{equation*}
$$

Since

$$
\begin{aligned}
\int_{K \backslash C} f \mathrm{~d} \mu & =\int_{\{f<1-\sigma\} \cap P} f \mathrm{~d} \mu+\int_{\{f>-1+\sigma\} \cap N} f \mathrm{~d} \mu= \\
& =\int_{\{f<1-\sigma\} \cap P} f \mathrm{~d}|\mu|+\int_{\{f>-1+\sigma\} \cap N}(-f) \mathrm{d}|\mu| \leq(1-\sigma)|\mu|(K \backslash C),
\end{aligned}
$$

from (2.4) it follows that

$$
|\mu|(C) \geq \mu(f)-(1-\sigma)(|\mu|(K)-|\mu|(C)) \geq \mu(f)-(1-\sigma)(1-|\mu|(C)),
$$

which implies that $|\mu|(C) \geq 1-(1-\mu(f)) / \sigma$, as claimed.
(ii). Observe that $(P, N)$ is also a Hahn decomposition of $\mu_{1}$ and $\mu_{2}$ (bear in mind that $u_{\sigma, \varepsilon}^{f} \geq 0$ and $\left.v_{\sigma, \varepsilon}^{f} \geq 0\right)$ and that $C \cap P \subseteq\{f \geq 1-\sigma\}$ and $C \cap N \subseteq\{f \leq-1+\sigma\}$. Hence

$$
\begin{gathered}
\mu_{1}^{+}(C)=\mu_{1}(C \cap P)=\int_{C \cap P} u_{\sigma, \varepsilon}^{f} \mathrm{~d} \mu=\mu(C \cap P)=|\mu|(C \cap P), \\
\mu_{2}^{-}(C)=-\mu_{2}(C \cap N)=-\int_{C \cap N} v_{\sigma, \varepsilon}^{f} \mathrm{~d} \mu=-\mu(C \cap N)=|\mu|(C \cap N),
\end{gathered}
$$

and therefore $\mu_{1}^{+}(C)+\mu_{2}^{-}(C)=|\mu|(C)$. We deduce that

$$
\left\|\mu_{1}^{+}\right\|+\left\|\mu_{2}^{-}\right\| \geq\left\|\mu_{1}^{+}+\mu_{2}^{-}\right\| \geq\left(\mu_{1}^{+}+\mu_{2}^{-}\right)(C)=|\mu|(C) \geq 1-(1-\mu(f)) / \sigma
$$

(i) and (iii). Since $0 \leq u_{\sigma, \varepsilon}^{f}+v_{\sigma, \varepsilon}^{f} \leq 1$, we have $\left\|\mu_{1}+\mu_{2}\right\| \leq\|\mu\|$. On the other hand, the equality $\left\|\mu_{1}+\mu_{2}\right\|=\left\|\mu_{1}\right\|+\left\|\mu_{2}\right\|$ holds because $\mu_{1} \perp \mu_{2}$. Hence

$$
\begin{aligned}
1 \geq\|\mu\| & \geq\left\|\mu_{1}\right\|+\left\|\mu_{2}\right\|= \\
& =\left\|\mu_{1}^{+}\right\|+\left\|\mu_{1}^{-}\right\|+\left\|\mu_{2}^{+}\right\|+\left\|\mu_{2}^{-}\right\| \stackrel{(\mathrm{i})}{\geq} 1-(1-\mu(f)) / \sigma+\left\|\mu_{1}^{-}\right\|+\left\|\mu_{2}^{+}\right\|,
\end{aligned}
$$

which implies that $\left\|\mu_{1}^{-}\right\|+\left\|\mu_{2}^{+}\right\| \leq(1-\mu(f)) / \sigma$.
(iv). Write $h:=1-u_{\sigma, \varepsilon}^{f}-v_{\sigma, \varepsilon}^{f} \in C(K)$, so that $\left(\mu-\mu_{1}-\mu_{2}\right)(g)=\int_{K} g h \mathrm{~d} \mu$ for all $g \in C(K)$. Since $0 \leq h \leq 1$ and $h$ vanishes on $C$, we get

$$
\left\|\mu-\mu_{1}-\mu_{2}\right\| \leq|\mu|(K \backslash C) \leq 1-|\mu|(C) \leq(1-\mu(f)) / \sigma
$$

which finishes the proof.
Lemma 2.9. Suppose that $K$ admits local compensation. Let $f \in B_{C(K)} \backslash\{\mathbf{0}\}$ and take $1-\|f\|<\varepsilon<1$. Then there exists $f_{0} \in S_{C(K)}$ such that for every $F \in W(K)$ there is a $\omega^{*}$-continuous function $\mathcal{P}_{F}: F^{-1}\left(\pi_{2}\left(f, \varepsilon^{2} / 6\right)\right) \rightarrow \pi_{2}\left(f_{0}\right)$ such that:
(i) $\pi_{2}(f) \subseteq \pi_{2}\left(f_{0}\right)$ and $\left\|f-f_{0}\right\| \leq \varepsilon$;
(ii) $\left\|\mathcal{P}_{F}(t)-F(t)\right\| \leq \varepsilon$ for every $t \in F^{-1}\left(\pi_{2}\left(f, \varepsilon^{2} / 6\right)\right)$.

Proof. We divide the proof into several steps.
Step 1. Fix $\varepsilon<\delta<1$. Note that $K$ is the union of the following closed sets:

$$
\begin{gathered}
A:=\{f \geq 1-\varepsilon\}, \quad B:=\{f \leq-1+\varepsilon\}, \quad C:=\{-1+\delta \leq f \leq 1-\delta\}, \\
D:=\{1-\delta \leq f \leq 1-\varepsilon\} \cup\{-1+\varepsilon \leq f \leq-1+\delta\} .
\end{gathered}
$$

By Tietze extension theorem, there is a continuous function $g: D \rightarrow[-\varepsilon, \varepsilon]$ such that

$$
\left.g\right|_{\{f=1-\varepsilon\}} \equiv \varepsilon,\left.\quad g\right|_{\{f=1-\delta\}} \equiv 0,\left.\quad g\right|_{\{f=-1+\varepsilon\}} \equiv-\varepsilon,\left.\quad g\right|_{\{f=-1+\delta\}} \equiv 0 .
$$

Now, we can define $f_{0} \in B_{C(K)}$ by declaring

$$
f_{0}(t):= \begin{cases}1 & \text { if } t \in A \\ -1 & \text { if } t \in B \\ f(t) & \text { if } t \in C \\ f(t)+g(t) & \text { if } t \in D\end{cases}
$$

It is straightforward that $\left\|f-f_{0}\right\| \leq \varepsilon$. Note also that $A \cup B \neq \emptyset$ (because $\|f\|>1-\varepsilon$ ) and so $\left\|f_{0}\right\|=1$. To prove that $\pi_{2}(f) \subseteq \pi_{2}\left(f_{0}\right)$, suppose that $\|f\|=1$, fix any $\mu \in \pi_{2}(f)$ and take a Hahn decomposition $(P, N)$ of $\mu$. By Lemma 2.5 we have

$$
|\mu|((\{f=1\} \cap P) \cup(\{f=-1\} \cap N))=1
$$

Since $\{f=1\} \subseteq\left\{f_{0}=1\right\}$ and $\{f=-1\} \subseteq\left\{f_{0}=-1\right\}$, another appeal to Lemma 2.5 yields $\mu \in \pi_{2}\left(f_{0}\right)$.

Step 2. Fix $F \in W(K)$. Set $\sigma:=5 \varepsilon / 6$ and consider $F_{1}, F_{2} \in W(K)$ defined by

$$
F_{1}(t):=(F(t))_{\sigma, \varepsilon}^{f, 1} \quad \text { and } \quad F_{2}(t):=(F(t))_{\sigma, \varepsilon}^{f, 2}
$$

Define now a $\omega^{*}$-continuous function $\mathcal{Q}: K \rightarrow \mathcal{M}(K)$ by the formula

$$
\mathcal{Q}(t):=\xi_{1}(t)-\xi_{2}(t)
$$

where $\xi_{1}, \xi_{2} \in W(K)$ are compensations of $F_{1}$ and $-F_{2}$, respectively.
For every $t \in K$ we have

$$
\operatorname{supp}\left(\xi_{1}(t)\right) \subseteq \operatorname{supp}\left(F_{1}(t)\right) \subseteq A, \quad \operatorname{supp}\left(\xi_{2}(t)\right) \subseteq \operatorname{supp}\left(-F_{2}(t)\right) \subseteq B
$$

and $A \cap B=\emptyset$, hence $F_{1}(t) \perp F_{2}(t)$ and $\xi_{1}(t) \perp \xi_{2}(t)$, and therefore

$$
\begin{align*}
1 \geq\|F(t)\| & \stackrel{(*)}{\geq}\left\|F_{1}(t)+F_{2}(t)\right\|=\left\|F_{1}(t)\right\|+\left\|F_{2}(t)\right\| \geq \\
& \geq\left\|\xi_{1}(t)\right\|+\left\|\xi_{2}(t)\right\|=\|\mathcal{Q}(t)\|=\xi_{1}(t)(K)+\xi_{2}(t)(K) \geq  \tag{2.5}\\
& \geq F_{1}(t)(K)-F_{2}(t)(K)
\end{align*}
$$

(inequality $(*)$ was established in the proof of Lemma 2.8 (iii)). It follows that

$$
\begin{align*}
\left\langle\mathcal{Q}(t), f_{0}\right\rangle & =\int_{A} f_{0} \mathrm{~d} \xi_{1}(t)-\int_{B} f_{0} \mathrm{~d} \xi_{2}(t)=\xi_{1}(t)(A)+\xi_{2}(t)(B)=  \tag{2.6}\\
& =\xi_{1}(t)(K)+\xi_{2}(t)(K) \stackrel{\sqrt{2.5}}{=}\|\mathcal{Q}(t)\|
\end{align*}
$$

The $\omega^{*}$-continuity of $\mathcal{Q}$ and (2.6) imply that the map $t \mapsto\|\mathcal{Q}(t)\|$ is continuous.
Step 3. Fix $t \in K_{0}:=F^{-1}\left(\pi_{2}\left(f, \varepsilon^{2} / 6\right)\right)$. By Lemmas 2.4 and 2.8(iii), we have

$$
\begin{align*}
& \left\|\mathcal{Q}(t)-\left(F_{1}(t)+F_{2}(t)\right)\right\| \leq\left\|\xi_{1}(t)-F_{1}(t)\right\|+\left\|\xi_{2}(t)-\left(-F_{2}(t)\right)\right\| \leq  \tag{2.7}\\
& \leq 2\left(\left\|\left(F_{1}(t)\right)^{-}\right\|+\left\|\left(-F_{2}(t)\right)^{-}\right\|\right)=2\left(\left\|\left(F_{1}(t)\right)^{-}\right\|+\left\|\left(F_{2}(t)\right)^{+}\right\|\right) \leq \\
& \leq 2 \frac{(1-\langle F(t), f\rangle)}{\sigma} \stackrel{t \in K_{0}}{\leq} \frac{2 \varepsilon}{5}
\end{align*}
$$

On the other hand, by (2.5) and Lemma 2.8 (ii)-(iii), we get

$$
\begin{aligned}
\|\mathcal{Q}(t)\| & \geq F_{1}(t)(K)-F_{2}(t)(K)= \\
& =\left(\left\|\left(F_{1}(t)\right)^{+}\right\|+\left\|\left(F_{2}(t)\right)^{-}\right\|\right)-\left(\left\|\left(F_{1}(t)\right)^{-}\right\|+\left\|\left(F_{2}(t)\right)^{+}\right\|\right) \geq \\
& \geq 1-2 \frac{(1-\langle F(t), f\rangle)}{\sigma} \stackrel{t \in K_{0}}{\geq} 1-\frac{2 \varepsilon}{5} .
\end{aligned}
$$

Hence $\mathcal{Q}(t) \neq 0$ and

$$
\begin{equation*}
\left\|\frac{\mathcal{Q}(t)}{\|\mathcal{Q}(t)\|}-\mathcal{Q}(t)\right\|=1-\|\mathcal{Q}(t)\| \leq \frac{2 \varepsilon}{5} \tag{2.8}
\end{equation*}
$$

(bear in mind that $\|\mathcal{Q}(t)\| \leq 1$, as shown in (2.5). But Lemma 2.8(iv) also yields

$$
\begin{equation*}
\left\|F(t)-\left(F_{1}(t)+F_{2}(t)\right)\right\| \leq \frac{1-\langle F(t), f\rangle}{\sigma} \stackrel{t \in K_{0}}{\leq} \frac{\varepsilon}{5} \tag{2.9}
\end{equation*}
$$

Using (2.7), (2.8) and (2.9) we conclude that

$$
\begin{aligned}
& \left\|\frac{\mathcal{Q}(t)}{\|\mathcal{Q}(t)\|}-F(t)\right\| \leq \\
& \leq\left\|\frac{\mathcal{Q}(t)}{\|\mathcal{Q}(t)\|}-\mathcal{Q}(t)\right\|+\left\|\mathcal{Q}(t)-\left(F_{1}(t)+F_{2}(t)\right)\right\|+\left\|\left(F_{1}(t)+F_{2}(t)\right)-F(t)\right\| \leq \\
& \leq \frac{2 \varepsilon}{5}+\frac{2 \varepsilon}{5}+\frac{\varepsilon}{5}=\varepsilon
\end{aligned}
$$

Step 4. The previous step makes clear that the function

$$
\mathcal{P}_{F}: K_{0} \rightarrow \mathcal{M}(K), \quad \mathcal{P}_{F}(t):=\frac{\mathcal{Q}(t)}{\|\mathcal{Q}(t)\|}
$$

is well-defined and satisfies $\left\|\mathcal{P}_{F}(t)-F(t)\right\| \leq \varepsilon$ for every $t \in K_{0}$. Note that (2.6) says that $\mathcal{P}_{F}(t) \in \pi_{2}\left(f_{0}\right)$ for every $t \in K_{0}$. Since $\mathcal{Q}$ is $\omega^{*}$-continuous and the map $t \mapsto\|\mathcal{Q}(t)\|$ is continuous (Step 2), $\mathcal{P}_{F}$ is $\omega^{*}$-continuous as well. The proof is over.

The following particular case of the classical Bishop-Phelps-Bollobás theorem will be needed in the proof of Theorem 2.2

Corollary 2.10. Suppose that $K$ admits local compensation. Let $(f, \mu) \in B_{C(K)} \times B_{\mathcal{M}(K)}$ such that $\mu(f) \geq 1-\varepsilon^{2} / 6$, where $0<\varepsilon<1$. Then there is $\left(f_{0}, \mu_{0}\right) \in \Pi(C(K))$ such that $\left\|f-f_{0}\right\| \leq \varepsilon$ and $\left\|\mu-\mu_{0}\right\| \leq \varepsilon$.

Proof. Apply Lemma 2.9 to $f$ and the constant function $F \in W(K)$ given by $F(t):=\mu$ for all $t \in K$, so that $F^{-1}\left(\pi_{2}\left(f, \varepsilon^{2} / 6\right)\right)=K$. Then we can take any $\mu_{0} \in \mathcal{P}_{F}(K)$.

Remark 2.11. In the situation of Lemma 2.9 let $t \in F^{-1}\left(\pi_{2}\left(f, \varepsilon^{2} / 6\right)\right)$. Then:
(i) Every Hahn decomposition of $F(t)$ is also a Hahn decomposition of $\mathcal{P}_{F}(t)$.
(ii) $\mathcal{P}_{F}(t) \ll F(t)$.

Proof. (i) Let $(P, N)$ be a Hahn decomposition of $F(t)$. As we pointed out in the proof of Lemma 2.8(ii), $(P, N)$ is a Hahn decomposition of both $F_{1}(t)$ and $F_{2}(t)$. We claim that for every Borel set $B \subseteq P$ we have $\xi_{2}(t)(B)=0$. Indeed, this is obvious if $F_{2}(t)(K) \geq 0$, while if $F_{2}(t)(K)<0$ then

$$
0 \leq \xi_{2}(t)(B) \leq\left(-F_{2}(t)\right)^{+}(B)=\left(F_{2}(t)\right)^{-}(B)=F_{2}(t)(B \cap N)=0
$$

Hence $\mathcal{Q}(t)(B)=\xi_{1}(t)(B) \geq 0$ for every Borel set $B \subseteq P$. In the same way, we have $\mathcal{Q}(t)(B)=-\xi_{2}(t)(B) \leq 0$ for every Borel set $B \subseteq N$.
(ii) Obviously, $F_{1}(t) \ll F(t)$ and $F_{2}(t) \ll F(t)$. By the very definition of compensation, we also have $\xi_{1}(t) \ll F_{1}(t)$ and $\xi_{2}(t) \ll F_{2}(t)$. Therefore $\mathcal{Q}(t) \ll F(t)$.

We are now ready to prove the main result of this section.

Proof of Theorem [2.2] We shall check that if $K$ admits local compensation, then $C(K)$ fulfills the requirements of Definition 1.1 with $\delta(\varepsilon)=(\varepsilon / 6)^{4}$. Let $T \in \mathfrak{L}(C(K))$ with $\nu(T)=1$ and $(f, \mu) \in \Pi(C(K))$ such that $\langle\mu, T(f)\rangle \geq 1-(\varepsilon / 6)^{4}$, where $0<\varepsilon<1$.

Step 1. By Corollary 2.10applied to $(T(f), \mu) \in B_{C(K)} \times S_{\mathcal{M}(K)}$ and $\delta:=\varepsilon^{2} / 7$ (note that $\left.\langle\mu, T(f)\rangle \geq 1-\delta^{2} / 6\right)$, there is $\left(g, \mu_{0}\right) \in \Pi(C(K))$ such that $\|T(f)-g\| \leq \delta$ and $\left\|\mu-\mu_{0}\right\| \leq \delta<\varepsilon$. Let $(P, N)$ be a Hahn decomposition of $\mu$, which in turn is also a Hahn decomposition of $\mu_{0}$ (see Remark 2.11i)). Since $\mu(f)=1$, an appeal to Lemma 2.5 yields

$$
|\mu|(K \backslash(\{f=1\} \cap P) \cup(\{f=-1\} \cap N))=0
$$

The fact that $\mu_{0} \ll \mu$ (see Remark 2.11(ii)) implies

$$
\left|\mu_{0}\right|(K \backslash(\{f=1\} \cap P) \cup(\{f=-1\} \cap N))=0
$$

and so $\mu_{0}(f)=1$ (again, by Lemma 2.5). Writing

$$
D_{1}:=\{T(f) \geq 1-\delta\} \quad \text { and } \quad D_{2}:=\{T(f) \leq-1+\delta\},
$$

the proof of Lemma 2.9 shows that $\operatorname{supp}\left(\mu_{0}\right) \subseteq D_{1} \cup D_{2}$ and that $\mu_{0}(B) \geq 0$ (resp. $\mu_{0}(B) \leq 0$ ) for every Borel set $B \subseteq D_{1}$ (resp. $B \subseteq D_{2}$ ). Hence

$$
\begin{equation*}
\mu_{0}\left(D_{1}\right)-\mu_{0}\left(D_{2}\right)=\left|\mu_{0}\right|\left(D_{1} \cup D_{2}\right)=\left\|\mu_{0}\right\|=1 \tag{2.10}
\end{equation*}
$$

Step 2. Let us consider the closed sets

$$
\begin{aligned}
A_{1} & :=\left\{T(f) \geq 1-\varepsilon^{2} / 6\right\} \supseteq D_{1} \\
A_{2} & :=\left\{T(f) \leq-1+\varepsilon^{2} / 6\right\} \supseteq D_{2}, \\
C & :=\left\{-1+\varepsilon^{2} / 6 \leq T(f) \leq 1-\varepsilon^{2} / 6\right\} .
\end{aligned}
$$

Since $D_{1} \cap\left(C \cup A_{2}\right)=\emptyset=D_{2} \cap\left(C \cup A_{1}\right)=\emptyset$, we can apply Tietze extension theorem to find two continuous functions $g_{1}: K \rightarrow[0,1]$ and $g_{2}: K \rightarrow[-1,0]$ such that

$$
\left.g_{1}\right|_{D_{1}} \equiv 1,\left.\quad g_{1}\right|_{C \cup A_{2}} \equiv 0,\left.\quad g_{2}\right|_{D_{2}} \equiv-1,\left.\quad g_{2}\right|_{C \cup A_{1}} \equiv 0
$$

Step 3. Let $F, G \in W(K)$ be defined by $F(t):=T^{*}\left(\delta_{t}\right)=\delta_{t} \circ T$ and $G(t):=-F(t)$. It is clear that $F\left(A_{1}\right) \cup G\left(A_{2}\right) \subseteq \pi_{2}\left(f, \varepsilon^{2} / 6\right)$. By Lemma 2.9 there is $f_{0} \in S_{C(K)}$ such that $\pi_{2}(f) \subseteq \pi_{2}\left(f_{0}\right),\left\|f-f_{0}\right\| \leq \varepsilon$ and there exist two $\omega^{*}$-continuous mappings

$$
\mathcal{P}_{F}: A_{1} \rightarrow \pi_{2}\left(f_{0}\right) \quad \text { and } \quad \mathcal{P}_{G}: A_{2} \rightarrow \pi_{2}\left(f_{0}\right)
$$

satisfying

$$
\begin{equation*}
\sup _{t \in A_{1}}\left\|\mathcal{P}_{F}(t)-F(t)\right\| \leq \varepsilon \quad \text { and } \quad \sup _{t \in A_{2}}\left\|\mathcal{P}_{G}(t)+F(t)\right\| \leq \varepsilon \tag{2.11}
\end{equation*}
$$

Now, we can define a $\omega^{*}$-continuous mapping $\widetilde{F}: K \rightarrow \mathcal{M}(K)$ as follows:

$$
\widetilde{F}(t):= \begin{cases}F(t)+g_{1}(t)\left(\mathcal{P}_{F}(t)-F(t)\right) & \text { if } t \in A_{1} \\ F(t)+g_{2}(t)\left(\mathcal{P}_{G}(t)+F(t)\right) & \text { if } t \in A_{2} \\ F(t) & \text { if } t \in C\end{cases}
$$

Define $T_{0} \in \mathfrak{L}(C(K))$ by $T_{0}(h)(t):=\langle\widetilde{F}(t), h\rangle$ for every $h \in C(K)$ and $t \in K$. We shall check that $T_{0}$ satisfies the required properties.

Step 4. Note that $\widetilde{F}(t)$ (resp. $-\widetilde{F}(t))$ is a convex combination of $F(t)$ and $\mathcal{P}_{F}(t)$ (resp. $-F(t)$ and $\mathcal{P}_{G}(t)$ ) for every $t \in A_{1}$ (resp. $t \in A_{2}$ ). Since $F(K) \subseteq B_{\mathcal{M}(K)}$ and $\mathcal{P}_{F}\left(A_{1}\right) \cup \mathcal{P}_{G}\left(A_{2}\right) \subseteq \pi_{2}\left(f_{0}\right) \subseteq B_{\mathcal{M}(K)}$, we deduce $\widetilde{F}(K) \subseteq B_{\mathcal{M}(K)}$, which implies that

$$
\left\|T_{0}\right\|=\sup _{h \in B_{C(K)}}\left\|T_{0}(h)\right\|=\sup _{h \in B_{C(K)}} \sup _{t \in K}|\langle\widetilde{F}(t), h\rangle| \leq 1 .
$$

On the other hand,

$$
\left\|T_{0}-T\right\|=\sup _{h \in B_{C(K)}} \sup _{t \in K}|\langle\widetilde{F}(t)-F(t), h\rangle| \leq \sup _{t \in K}\|\widetilde{F}(t)-F(t)\| \stackrel{\sqrt{2.11}}{\leq} \varepsilon
$$

Since $\left(f, \mu_{0}\right) \in \Pi(C(K))$ (as shown in Step 1 ) and $\pi_{2}(f) \subseteq \pi_{2}\left(f_{0}\right)$, we deduce that $\left(f_{0}, \mu_{0}\right) \in \Pi(C(K))$. Since $\left.g_{1}\right|_{D_{1}} \equiv 1,\left.g_{2}\right|_{D_{2}} \equiv-1$ and $\mathcal{P}_{F}\left(A_{1}\right) \cup \mathcal{P}_{G}\left(A_{2}\right) \subseteq \pi_{2}\left(f_{0}\right)$, we have

$$
T_{0}\left(f_{0}\right)(t)= \begin{cases}\left\langle\mathcal{P}_{F}(t), f_{0}\right\rangle=1 & \text { if } t \in D_{1} \\ -\left\langle\mathcal{P}_{G}(t), f_{0}\right\rangle=-1 & \text { if } t \in D_{2}\end{cases}
$$

Bearing in mind that $\operatorname{supp}\left(\mu_{0}\right) \subseteq D_{1} \cup D_{2}$ (as pointed out in Step 1), it follows that

$$
\begin{aligned}
\left\langle\mu_{0}, T_{0}\left(f_{0}\right)\right\rangle= & \int_{D_{1} \cup D_{2}} T_{0}\left(f_{0}\right) d \mu_{0}= \\
& =\int_{D_{1}} T_{0}\left(f_{0}\right) d \mu_{0}+\int_{D_{2}} T_{0}\left(f_{0}\right) d \mu_{0}=\mu_{0}\left(D_{1}\right)-\mu_{0}\left(D_{2}\right) \stackrel{\frac{2.10}{=}}{=}
\end{aligned}
$$

In particular, this implies that $\nu\left(T_{0}\right)=1$. The proof is over.

## 3. EXISTENCE OF COMPENSATION FUNCTIONS FOR METRIC COMPACTA

This section is devoted to proving that every compact metric space $K$ admits local compensation. Actually, we shall show that a stronger property holds true, namely, that every $F \in W(K)$ admits a compensation of the form $\xi \circ F$, where $\xi: \mathcal{M}(K) \rightarrow \mathcal{M}(K)$ is a function (depending only on $K$ ) as in the following definition:

Definition 3.1. Let $K$ be a compact space and $M \subseteq \mathcal{M}(K)$. We say that $\xi: M \rightarrow \mathcal{M}(K)$ is an $M$-compensation function if it is $\omega^{*}-\omega^{*}$-continuous and $\xi(\mu)$ is a compensation of $\mu$ for every $\mu \in M$; if in addition $M=\mathcal{M}(K)$, we say that $\xi$ is a compensation function.

Thus, in this section our goal is to prove the following:
Theorem 3.2. Every compact metric space admits a compensation function.
Corollary 3.3. If $K$ is a compact metric space, then $C(K)$ has the BPB property for numerical radius.

Proof. Combine Theorems 2.2 and 3.2
Corollary 3.4. Let $T$ be a topological space, $K$ a compact space and $F: T \rightarrow \mathcal{M}(K)$ $a \omega^{*}$-continuous function. Suppose there is a compact metrizable set $L \subseteq K$ such that $\operatorname{supp}(F(t)) \subseteq L$ for every $t \in T$. Then there is a $w^{*}$-continuous function $G: T \rightarrow \mathcal{M}(K)$ such that $G(t)$ is a compensation of $F(t)$ for every $t \in T$.

Proof. According to Theorem 3.2, $L$ admits a compensation function $\xi: \mathcal{M}(L) \rightarrow \mathcal{M}(L)$. Let $U: \mathcal{M}(K) \rightarrow \mathcal{M}(L)$ and $V: C(K) \rightarrow C(L)$ be the restriction operators. Since $\operatorname{supp}(F(t)) \subseteq L$ for every $t \in T$, the composition $U \circ F$ is $\omega^{*}$-continuous. It is now clear that $G:=V^{*} \circ \xi \circ U \circ F$ satisfies the required properties.

In order to prove Theorem 3.2 we need some previous work. Given a continuous onto mapping $\varphi: K \rightarrow L$ between compact spaces, let $C_{\varphi}: C(L) \rightarrow C(K)$ be the operator defined by $C_{\varphi}(f):=f \circ \varphi$ for every $f \in C(L)$. An operator $u: C(K) \rightarrow C(L)$ is called a regular averaging operator for $\varphi$ provided that $u$ is positive, $u\left(\mathbb{1}_{K}\right)=\mathbb{1}_{L}$ and $u \circ C_{\varphi}=i d_{C(L)}$.

Lemma 3.5. Let $K$ and $L$ be compact spaces for which there is a continuous onto mapping $\varphi: K \rightarrow L$ with a regular averaging operator. If $K$ admits a compensation function, then $L$ admits a compensation function as well.

Proof. Let $\xi: \mathcal{M}(K) \rightarrow \mathcal{M}(K)$ be a compensation function and $u: C(K) \rightarrow C(L)$ a regular averaging operator for $\varphi$. Define

$$
\widetilde{\xi}: \mathcal{M}(L) \rightarrow \mathcal{M}(L), \quad \widetilde{\xi}:=C_{\varphi}^{*} \circ \xi \circ u^{*}
$$

Clearly, $\widetilde{\xi}$ is $\omega^{*}-\omega^{*}$-continuous. Fix $\mu \in \mathcal{M}(L)$. Since $C_{\varphi}$ is a positive operator, so is $C_{\varphi}^{*}$ and therefore $\widetilde{\xi}(\mu) \geq 0$. Since

$$
u^{*}(\mu)(K)=\left\langle u^{*}(\mu), \mathbb{1}_{K}\right\rangle=\left\langle\mu, u\left(\mathbb{1}_{K}\right)\right\rangle=\left\langle\mu, \mathbb{1}_{L}\right\rangle=\mu(L)
$$

and

$$
\widetilde{\xi}(\mu)(L)=\left\langle\widetilde{\xi}(\mu), \mathbb{1}_{L}\right\rangle=\left\langle\xi\left(u^{*}(\mu)\right), C_{\varphi}\left(\mathbb{1}_{L}\right)\right\rangle=\left\langle\xi\left(u^{*}(\mu)\right), \mathbb{1}_{K}\right\rangle=\xi\left(u^{*}(\mu)\right)(K)
$$

we deduce that $\widetilde{\xi}(\mu)=0$ if $\mu(L) \leq 0$ and $\widetilde{\xi}(\mu)(L)=\mu(L)$ if $\mu(L)>0$. For every non-negative $f \in C(K)$ we have

$$
\begin{aligned}
\langle\widetilde{\xi}(\mu), f\rangle=\left\langle\xi\left(u^{*}(\mu)\right), C_{\varphi}(f)\right\rangle \leq\left\langle\left(u^{*}(\mu)\right)^{+}, C_{\varphi}(f)\right\rangle & \leq\left\langle u^{*}\left(\mu^{+}\right), C_{\varphi}(f)\right\rangle= \\
& =\left\langle\mu^{+}, u\left(C_{\varphi}(f)\right)\right\rangle=\left\langle\mu^{+}, f\right\rangle
\end{aligned}
$$

because $C_{\varphi}$ and $u^{*}$ are positive operators and $u \circ C_{\varphi}=i d_{C(L)}$. Hence $\widetilde{\xi}(\mu) \leq \mu^{+}$. It follows that $\widetilde{\xi}$ is a compensation function.

From now on we write $\mathcal{C}:=2^{\mathbb{N}}=\{0,1\}^{\mathbb{N}}$ to denote the Cantor set. Pełczynski proved that a compact space $L$ is metrizable if, and only if, there is a continuous onto mapping $\varphi: \mathcal{C} \rightarrow L$ with a regular averaging operator, [18, Theorem 5.6]. This result and Lemma 3.5 show that Theorem 3.2 can be deduced from the following particular case:

Theorem 3.6. The Cantor set $\mathcal{C}$ admits a compensation function.
Such compensation function will be defined explicitly (Definition 3.13 and Proposition 3.14). The rest of this section is devoted to proving Theorem 3.6 We divide the proof into three subsections for the convenience of the reader. We first need to introduce some notation.

Definition 3.7. We define a continuous function $d: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$
d\left(s_{1}, s_{2}\right):= \begin{cases}\operatorname{sign}\left(s_{2}\right) \cdot \min \left\{\left|s_{1}\right|,\left|s_{2}\right|\right\} & \text { if } s_{1} \cdot s_{2}<0 \\ 0 & \text { if } s_{1} \cdot s_{2} \geq 0\end{cases}
$$

Remark 3.8. The function $d$ satisfies the following properties:
(i) $d\left(s_{1}, s_{2}\right)=-d\left(s_{2}, s_{1}\right)$.
(ii) $0 \leq 1+d\left(s_{1}, s_{2}\right) / s_{1} \leq 1$ if $s_{1} \neq 0$.
(iii) $0 \leq s_{1}+d\left(s_{1}, s_{2}\right) \leq s_{1}$ if $s_{1} \geq 0$.
(iv) $s_{1} \leq s_{1}+d\left(s_{1}, s_{2}\right) \leq 0$ if $s_{1} \leq 0$.
(v) If $s_{1} \cdot s_{2}<0$ then either $s_{1}+d\left(s_{1}, s_{2}\right)=0$ or $s_{2}-d\left(s_{1}, s_{2}\right)=0$.

As usual, we write $2^{<\mathbb{N}}$ to denote the set of all finite (maybe empty) sequences of 0 s and 1s. Given $\sigma=(\sigma(1), \ldots, \sigma(n)) \in 2^{<\mathbb{N}}$, we write length $(\sigma)=n$ and

$$
\left.\sigma\right|_{k}:=(\sigma(1), \ldots, \sigma(k)) \in 2^{<\mathbb{N}} \quad \text { for every } k \in\{1, \ldots, n\} ;
$$

we use the convention $\left.\sigma\right|_{0}=\emptyset$. We denote

$$
\sigma \frown 0:=(\sigma(1), \ldots, \sigma(n), 0) \quad \text { and } \quad \sigma \frown 1:=(\sigma(1), \ldots, \sigma(n), 1) .
$$

More generally, if $\tau=(\tau(1), \ldots, \tau(m)) \in 2^{<\mathbb{N}}$, we write

$$
\sigma \frown \tau:=(\sigma(1), \ldots, \sigma(n), \tau(1), \ldots, \tau(m))
$$

Given any $\sigma^{\prime} \in 2^{<\mathbb{N}}$, the notation $\sigma \subseteq \sigma^{\prime}$ means that length $\left(\sigma^{\prime}\right) \geq n$ and $\sigma^{\prime}(k)=\sigma(k)$ for every $k \in\{1, \ldots, n\}$. Analogously, given any $t=(t(k))_{k \in \mathbb{N}}$ in the Cantor set $\mathcal{C}$, the notation $\sigma \subseteq t$ means that $t(k)=\sigma(k)$ for every $k \in\{1, \ldots, n\}$. Thus, the standard clopen basis for the topology of $\mathcal{C}$ consists of the sets

$$
N_{\sigma}:=\{t \in \mathcal{C}: \sigma \subseteq t\}, \quad \sigma \in 2^{<\mathbb{N}} .
$$

For every $n \in \mathbb{N} \cup\{0\}$ we write $\mathcal{C}_{n}:=\left\{\sigma \in 2^{<\mathbb{N}}\right.$ : length $\left.(\sigma)=n\right\}$.
3.1. Construction. Fix $\mu \in \mathcal{M}(\mathcal{C})$ and let $m_{\sigma}:=\mu\left(N_{\sigma}\right)$ for every $\sigma \in 2^{<\mathbb{N}}$. We next define a collection of real numbers $\left\{\tilde{m}_{\sigma}: \sigma \in 2^{<\mathbb{N}}\right\}$ satisfying some special properties which shall be discussed in Subsection 3.2.

Fix $n \in \mathbb{N} \cup\{0\}$. In order to define the collection $\left\{\tilde{m}_{\sigma}: \sigma \in \mathcal{C}_{n}\right\}$, we construct certain real numbers $\left\{\tilde{m}_{\sigma}^{(k)}: \sigma \in \mathcal{C}_{n}\right\}$ for every $k \in\{0, \ldots, n\}$. This is done inductively:

- Case $k=0$. Set $\tilde{m}_{\sigma}^{(0)}:=m_{\sigma}$ for every $\sigma \in \mathcal{C}_{n}$.
- Case $k=1$. For each $\tau \in \mathcal{C}_{n-1}$ we set

$$
\begin{aligned}
& \tilde{m}_{\tau \curvearrowright 0}^{(1)}:=m_{\tau \curvearrowright 0}+d\left(m_{\tau \curvearrowright 0}, m_{\tau \curvearrowright 1}\right), \\
& \tilde{m}_{\tau \wedge 1}^{(1)}:=m_{\tau \wedge 1}-d\left(m_{\tau \sim 0}, m_{\tau \cap 1}\right) .
\end{aligned}
$$

- Assume that $k \in\{2, \ldots, n\}$ and that the collection $\left\{\tilde{m}_{\sigma}^{(k-1)}: \sigma \in \mathcal{C}_{n}\right\}$ is already constructed. Note that $\mathcal{C}_{n}$ is the disjoint union of the sets

$$
\mathcal{C}_{n, \tau}:=\left\{\sigma \in \mathcal{C}_{n}: \tau \subseteq \sigma\right\}, \quad \tau \in \mathcal{C}_{n-k}
$$

Fix $\tau \in \mathcal{C}_{n-k}$. We define

$$
s_{n, \tau, 0}:=\sum_{\sigma \in \mathcal{C}_{n, \tau, 0}} \tilde{m}_{\sigma}^{(k-1)} \quad \text { and } \quad s_{n, \tau, 1}:=\sum_{\sigma \in \mathcal{C}_{n, \tau, 1}} \tilde{m}_{\sigma}^{(k-1)},
$$

where $\mathcal{C}_{n, \tau, 0}:=\left\{\sigma \in \mathcal{C}_{n, \tau}: \sigma(n-k+1)=0\right\}$ and $\mathcal{C}_{n, \tau, 1}:=\mathcal{C}_{n, \tau} \backslash \mathcal{C}_{n, \tau, 0}$. We now distinguish two cases:

- If $s_{n, \tau, 0} \cdot s_{n, \tau, 1}=0$, then we set

$$
\tilde{m}_{\sigma}^{(k)}:=\tilde{m}_{\sigma}^{(k-1)} \quad \text { for every } \sigma \in \mathcal{C}_{n, \tau} .
$$

- If $s_{n, \tau, 0} \cdot s_{n, \tau, 1} \neq 0$, then we set

$$
\begin{array}{ll}
\tilde{m}_{\sigma}^{(k)}:=\tilde{m}_{\sigma}^{(k-1)} \cdot\left(1+\frac{d\left(s_{n, \tau, 0}, s_{n, \tau, 1}\right)}{s_{n, \tau, 0}}\right) & \text { for every } \sigma \in \mathcal{C}_{n, \tau, 0}, \\
\tilde{m}_{\sigma}^{(k)}:=\tilde{m}_{\sigma}^{(k-1)} \cdot\left(1-\frac{d\left(s_{n, \tau, 0}, s_{n, \tau, 1}\right)}{s_{n, \tau, 1}}\right) & \text { for every } \sigma \in \mathcal{C}_{n, \tau, 1} .
\end{array}
$$

In this way, the collection $\left\{\tilde{m}_{\sigma}^{(k)}: \sigma \in \mathcal{C}_{n}\right\}$ is constructed.
Finally, we define $\tilde{m}_{\sigma}:=\tilde{m}_{\sigma}^{(n)}$ for every $\sigma \in \mathcal{C}_{n}$ and $n \in \mathbb{N} \cup\{0\}$.
3.2. Properties. Fix $\mu \in \mathcal{M}(\mathcal{C})$. We follow the notations introduced in Subsection 3.1 .

Lemma 3.9. $\tilde{m}_{\sigma}=\tilde{m}_{\sigma \frown 0}+\tilde{m}_{\sigma \frown 1}$ for every $\sigma \in 2^{<\mathbb{N}}$.
Proof. Fix $n \in \mathbb{N} \cup\{0\}$. We shall prove that

$$
\tilde{m}_{\sigma}^{(k)}=\tilde{m}_{\sigma \sim 0}^{(k+1)}+\tilde{m}_{\sigma \sim 1}^{(k+1)} \quad \text { for every } \sigma \in \mathcal{C}_{n} \text { and } k \in\{0,1, \ldots, n\}
$$

by induction on $k$. Note that for $k=0$ we have

$$
\tilde{m}_{\sigma}^{(0)}=m_{\sigma}=\mu\left(N_{\sigma}\right)=\mu\left(N_{\sigma \frown 0}\right)+\mu\left(N_{\sigma \frown 1}\right)=m_{\sigma \frown 0}+m_{\sigma \frown 1}=\tilde{m}_{\sigma \frown 0}^{(1)}+\tilde{m}_{\sigma \curvearrowleft 1}^{(1)}
$$

for every $\sigma \in \mathcal{C}_{n}$, by the very definition of $\tilde{m}_{\sigma \sim 0}^{(1)}$ and $\tilde{m}_{\sigma \sim 1}^{(1)}$. Suppose that $k \in\{1, \ldots, n\}$ and that the inductive hypothesis holds:

$$
\begin{equation*}
\tilde{m}_{\sigma^{\prime}}^{(k-1)}=\tilde{m}_{\sigma^{\prime} \wedge 0}^{(k)}+\tilde{m}_{\sigma^{\prime} \wedge 1}^{(k)} \quad \text { for every } \sigma^{\prime} \in \mathcal{C}_{n} \tag{3.1}
\end{equation*}
$$

Fix $\sigma \in \mathcal{C}_{n}$ and let $\tau:=\left.\sigma\right|_{n-k}$, so that

$$
\begin{aligned}
s_{n+1, \tau, 0}=\sum_{\sigma^{\prime} \in \mathcal{C}_{n+1, \tau, 0}} \tilde{m}_{\sigma^{\prime}}^{(k)} & =\sum_{\sigma^{\prime} \in \mathcal{C}_{n, \tau, 0}} \tilde{m}_{\sigma^{\prime} \cap 0}^{(k)}+\sum_{\sigma^{\prime} \in \mathcal{C}_{n, \tau, 0}} \tilde{m}_{\sigma^{\prime} \wedge 1}^{(k)}= \\
= & \sum_{\sigma^{\prime} \in \mathcal{C}_{n, \tau, 0}}\left(\tilde{m}_{\sigma^{\prime} \cap 0}^{(k)}+\tilde{m}_{\sigma^{\prime} \dashv 1}^{(k)}\right) \stackrel{3.1}{=} \sum_{\sigma^{\prime} \in \mathcal{C}_{n, \tau, 0}} \tilde{m}_{\sigma^{\prime}}^{(k-1)}=s_{n, \tau, 0}
\end{aligned}
$$

In the same way, we have $s_{n+1, \tau, 1}=s_{n, \tau, 1}$.

$$
\text { If } s_{n+1, \tau, 0} \cdot s_{n+1, \tau, 1}=0 \text {, then } \tilde{m}_{\sigma \sim 0}^{(k+1)}=\tilde{m}_{\sigma \frown 0}^{(k)}, \tilde{m}_{\sigma \sim 1}^{(k+1)}=\tilde{m}_{\sigma \sim 1}^{(k)} \text { and } \tilde{m}_{\sigma}^{(k)}=\tilde{m}_{\sigma}^{(k-1)}
$$ hence

$$
\tilde{m}_{\sigma \frown 0}^{(k+1)}+\tilde{m}_{\sigma \cap 1}^{(k+1)}=\tilde{m}_{\sigma \frown 0}^{(k)}+\tilde{m}_{\sigma \cap 1}^{(k)} \stackrel{\sqrt[3.1]{=}}{=} \tilde{m}_{\sigma}^{(k-1)}=\tilde{m}_{\sigma}^{(k)}
$$

If $s_{n+1, \tau, 0} \cdot s_{n+1, \tau, 1} \neq 0$, then

$$
\begin{aligned}
& \tilde{m}_{\sigma \sim 0}^{(k+1)}+\tilde{m}_{\sigma \sim 1}^{(k+1)}= \\
& =\left(\tilde{m}_{\sigma \sim 0}^{(k)}+\tilde{m}_{\sigma \sim 1}^{(k)}\right) \cdot\left(1+(-1)^{\sigma(n-k+1)} \frac{d\left(s_{n+1, \tau, 0}, s_{n+1, \tau, 1}\right)}{s_{n+1, \tau, \sigma(n-k+1)}}\right)= \\
& \quad \stackrel{\text { 3.1) }}{=} \tilde{m}_{\sigma}^{(k-1)} \cdot\left(1+(-1)^{\sigma(n-k+1)} \frac{d\left(s_{n, \tau, 0}, s_{n, \tau, 1}\right)}{s_{n, \tau, \sigma(n-k+1)}}\right)=\tilde{m}_{\sigma}^{(k)}
\end{aligned}
$$

which finishes the proof.
Lemma 3.10. $\mu(\mathcal{C})=\sum_{\sigma \in \mathcal{C}_{n}} \tilde{m}_{\sigma}$ for every $n \in \mathbb{N} \cup\{0\}$.
Proof. By induction on $n$. The case $n=0$ is obvious. Suppose $n>0$ and the inductive hypothesis. By applying Lemma 3.9 we get

$$
\begin{aligned}
\sum_{\tau \in \mathcal{C}_{n}} \tilde{m}_{\tau}=\sum_{\sigma \in \mathcal{C}_{n-1}} \tilde{m}_{\sigma \wedge 0}+\sum_{\sigma \in \mathcal{C}_{n-1}} \tilde{m}_{\sigma \wedge 1}=\sum_{\sigma \in \mathcal{C}_{n-1}}\left(\tilde{m}_{\sigma \wedge 0}\right. & \left.+\tilde{m}_{\sigma \wedge 1}\right)= \\
& =\sum_{\sigma \in \mathcal{C}_{n-1}} \tilde{m}_{\sigma}=\mu(\mathcal{C})
\end{aligned}
$$

as required.
Lemma 3.11. Let $n \in \mathbb{N}, k \in\{1, \ldots, n\}$ and $\tau \in \mathcal{C}_{n-k}$. Then the collection

$$
\left\{\tilde{m}_{\tau \sim \tau^{\prime}}^{(k)}: \tau^{\prime} \in \mathcal{C}_{k}\right\}
$$

has constant sign. In particular, $\left\{\tilde{m}_{\sigma}: \sigma \in \mathcal{C}_{n}\right\}$ has constant sign.

Proof. We proceed by induction on $k$. The case $k=1$ follows immediately from Remark 3.8(v). Suppose that $k \in\{2, \ldots, n\}$ and that the inductive hypothesis holds. Define $\tau_{i}:=\tau \frown i$ for $i \in\{0,1\}$, so that $\tau_{i} \in \mathcal{C}_{n-k+1}$ and each of the collections

$$
\left\{\tilde{m}_{\tau_{i} \uparrow \tau^{\prime}}^{(k-1)}: \tau^{\prime} \in \mathcal{C}_{k-1}\right\}
$$

has constant sign, which in turn coincides with the sign of

$$
s_{n, \tau, i}=\sum_{\sigma \in \mathcal{C}_{n, \tau, i}} \tilde{m}_{\sigma}^{(k-1)}=\sum_{\tau^{\prime} \in \mathcal{C}_{k-1}} \tilde{m}_{\tau_{i} \sim \tau^{\prime}}^{(k-1)} .
$$

If $s_{n, \tau, 0} \cdot s_{n, \tau, 1} \geq 0$, then $\tilde{m}_{\tau \sim \tau^{\prime}}^{(k)}=\tilde{m}_{\tau \sim \tau^{\prime}}^{(k-1)}$ for every $\tau^{\prime} \in \mathcal{C}_{k}$ and so the collection

$$
\left\{\tilde{m}_{\tau \sim \tau^{\prime}}^{(k)}: \tau^{\prime} \in \mathcal{C}_{k}\right\}=\left\{\tilde{m}_{\tau_{0} \cap \tau^{\prime}}^{(k-1)}: \tau^{\prime} \in \mathcal{C}_{k-1}\right\} \cup\left\{\tilde{m}_{\tau_{1} \cap \tau^{\prime}}^{(k-1)}: \tau^{\prime} \in \mathcal{C}_{k-1}\right\}
$$

has constant sign, as required. If $s_{n, \tau, 0} \cdot s_{n, \tau, 1}<0$, then

$$
\begin{align*}
& \tilde{m}_{\tau_{0} \wedge \tau^{\prime}}^{(k)}:=\tilde{m}_{\tau_{0} \sim \tau^{\prime}}^{(k-1)} \cdot\left(1+\frac{d\left(s_{n, \tau, 0}, s_{n, \tau, 1}\right)}{s_{n, \tau, 0}}\right) \\
& \tilde{m}_{\tau_{1} \sim \tau^{\prime}}^{(k)}:=\tilde{m}_{\tau_{1} \sim \tau^{\prime}}^{(k-1)} \cdot\left(1-\frac{d\left(s_{n, \tau, 0}, s_{n, \tau, 1}\right)}{s_{n, \tau, 1}}\right) \tag{3.2}
\end{align*}
$$

for every $\tau^{\prime} \in \mathcal{C}_{k-1}$, so each of the collections $\left\{\tilde{m}_{\tau_{i} \wedge \tau^{\prime}}^{(k)}: \tau^{\prime} \in \mathcal{C}_{k-1}\right\}$ has constant sign. On the other hand, by Remark 3.8 v) and (3.2), we have either $\tilde{m}_{\tau_{0} \wedge \tau^{\prime}}^{(k)}=0$ for every $\tau^{\prime} \in \mathcal{C}_{k-1}$ or $\tilde{m}_{\tau_{1} \wedge \tau^{\prime}}^{(k)}=0$ for every $\tau^{\prime} \in \mathcal{C}_{k-1}$. It follows that the collection

$$
\left\{\tilde{m}_{\tau \sim \tau^{\prime}}^{(k)}: \tau^{\prime} \in \mathcal{C}_{k}\right\}=\left\{\tilde{m}_{\tau_{0} \wedge \tau^{\prime}}^{(k)}: \tau^{\prime} \in \mathcal{C}_{k-1}\right\} \cup\left\{\tilde{m}_{\tau_{1} \sim \tau^{\prime}}^{(k)}: \tau^{\prime} \in \mathcal{C}_{k-1}\right\}
$$

has constant sign and the proof is over.
Lemma 3.12. Let $\sigma \in 2^{<\mathbb{N}}$. The following statements hold:
(i) If $m_{\sigma} \geq 0$, then $0 \leq \tilde{m}_{\sigma} \leq m_{\sigma}$.
(ii) If $\mu(\mathcal{C}) \geq 0$ and $m_{\sigma} \leq 0$, then $\tilde{m}_{\sigma}=0$.

Proof. Write $n:=\operatorname{length}(\sigma)$.
(i) We shall prove that

$$
\begin{equation*}
0 \leq \tilde{m}_{\sigma}^{(n)} \leq \tilde{m}_{\sigma}^{(n-1)} \leq \cdots \leq \tilde{m}_{\sigma}^{(1)} \leq m_{\sigma} . \tag{3.3}
\end{equation*}
$$

The inequalities $0 \leq \tilde{m}_{\sigma}^{(1)} \leq m_{\sigma}$ follow immediately from the very definition of $\tilde{m}_{\sigma}^{(1)}$ and Remark 3.8 (parts (i) and (iii)). Assume that $0 \leq \tilde{m}_{\sigma}^{(k-1)} \leq \cdots \leq \tilde{m}_{\sigma}^{(1)} \leq m_{\sigma}$ for some $k \in\{2, \ldots, n\}$. Write $\tau:=\left.\sigma\right|_{n-k}$. If $s_{n, \tau, 0} \cdot s_{n, \tau, 1} \geq 0$, then $\tilde{m}_{\sigma}^{(k)}=\tilde{m}_{\sigma}^{(k-1)}$; otherwise we have

$$
\tilde{m}_{\sigma}^{(k)}= \begin{cases}\tilde{m}_{\sigma}^{(k-1)} \cdot\left(1+\frac{d\left(s_{n, \tau, 0}, s_{n, \tau, 1}\right)}{s_{n, \tau}, 0}\right) & \text { if } \sigma(n-k+1)=0 \\ \tilde{m}_{\sigma}^{(k-1)} \cdot\left(1-\frac{d\left(s_{n, \tau, 0}, s_{n, \tau, 1}\right)}{s_{n, \tau, 1}}\right) & \text { if } \sigma(n-k+1)=1\end{cases}
$$

and in either case $0 \leq \tilde{m}_{\sigma}^{(k)} \leq \tilde{m}_{\sigma}^{(k-1)}$ (by Remark 3.8-(i) and (ii)- bearing in mind that $\tilde{m}_{\sigma}^{(k-1)} \geq 0$ ). This proves (3.3) and therefore $0 \leq \tilde{m}_{\sigma}^{(n)}=\tilde{m}_{\sigma} \leq m_{\sigma}$.
(ii) In the same way, the following chain of inequalities holds true:

$$
0 \geq \tilde{m}_{\sigma}=\tilde{m}_{\sigma}^{(n)} \geq \tilde{m}_{\sigma}^{(n-1)} \geq \cdots \geq \tilde{m}_{\sigma}^{(1)} \geq m_{\sigma} .
$$

We now argue by contradiction. Suppose that $\tilde{m}_{\sigma}<0$. Then Lemma 3.11 ensures that $\tilde{m}_{\sigma^{\prime}} \leq 0$ for every $\sigma^{\prime} \in \mathcal{C}_{n}$. Bearing in mind Lemma3.10, we obtain

$$
0 \leq \mu(\mathcal{C})=\sum_{\sigma^{\prime} \in \mathcal{C}_{n}} \tilde{m}_{\sigma^{\prime}} \leq \tilde{m}_{\sigma}<0
$$

a contradiction. The proof is over.
3.3. Compensation function. We follow the notations introduced in Subsection 3.1 with some obvious modifications to denote dependence with respect to $\mu \in \mathcal{M}(\mathcal{C})$.

Definition 3.13. Let $\mu \in \mathcal{M}(\mathcal{C})$. We define $\xi(\mu) \in \mathcal{M}(\mathcal{C})$ as follows:
(i) If $\mu(\mathcal{C})<0$, then $\xi(\mu):=0$.
(ii) If $\mu(\mathcal{C}) \geq 0$, then $\xi(\mu)$ is the unique element of $\mathcal{M}(\mathcal{C})$ such that

$$
\xi(\mu)\left(N_{\sigma}\right)=\tilde{m}_{\sigma}(\mu) \quad \text { for every } \sigma \in 2^{<\mathbb{N}} .
$$

The existence of $\xi(\mu)$ is ensured by Lemma 3.9 via a standard argument.
Proposition 3.14. $\xi: \mathcal{M}(\mathcal{C}) \rightarrow \mathcal{M}(\mathcal{C})$ is a compensation function.
Proof. Given any $\mu \in \mathcal{M}(\mathcal{C})$ with $\mu(\mathcal{C}) \geq 0$, we have $0 \leq \xi(\mu)\left(N_{\sigma}\right) \leq \mu^{+}\left(N_{\sigma}\right)$ for every $\sigma \in 2^{<\mathbb{N}}$ (thanks to Lemma 3.12) and, by the very definitions, $\xi(\mu)(\mathcal{C})=\mu(\mathcal{C})$. Hence $\xi(\mu)$ is a compensation of $\mu$ for every $\mu \in \mathcal{M}(\mathcal{C})$.

To prove that $\xi$ is a compensation function, it only remains to show that it is $\omega^{*}-\omega^{*}-$ continuous. Of course, it suffices to check the continuity of $\xi$ on

$$
\mathcal{H}:=\{\mu \in \mathcal{M}(\mathcal{C}): \mu(\mathcal{C}) \geq 0\}
$$

which is equivalent to saying that, for every $\sigma \in 2^{<\mathbb{N}}$, the real-valued function

$$
\mu \mapsto \xi(\mu)\left(N_{\sigma}\right)=\tilde{m}_{\sigma}(\mu)
$$

is $\omega^{*}$-continuous on $\mathcal{H}$. Fix $n \in \mathbb{N} \cup\{0\}$. We shall prove that

$$
\mu \mapsto \tilde{m}_{\sigma}^{(k)}(\mu) \quad \text { is } \omega^{*} \text {-continuous on } \mathcal{H} \text { for every } \sigma \in \mathcal{C}_{n} \text { and } k \in\{0,1, \ldots, n\}
$$

by induction on $k$. The cases $k=0$ and $k=1$ are obvious. Suppose $k \in\{2, \ldots, n\}$ and that the inductive hypothesis holds. Fix $\sigma \in \mathcal{C}_{n}$ and write $\tau:=\left.\sigma\right|_{n-k}$. Then the mappings

$$
s_{n, \tau, 0}(\cdot)=\sum_{\sigma^{\prime} \in \mathcal{\mathcal { C } _ { n , \tau , 0 }}} \tilde{m}_{\sigma^{\prime}}^{(k-1)}(\cdot) \quad \text { and } \quad s_{n, \tau, 1}(\cdot)=\sum_{\sigma^{\prime} \in \mathcal{\mathcal { C } _ { n , \tau , 1 }}} \tilde{m}_{\sigma^{\prime}}^{(k-1)}(\cdot)
$$

are $\omega^{*}$-continuous on $\mathcal{H}$. Suppose that $\sigma(n-k+1)=0$ (the other case is analogous). Then for every $\mu \in \mathcal{H}$ we have

$$
\begin{equation*}
\tilde{m}_{\sigma}^{(k)}(\mu)=\tilde{m}_{\sigma}^{(k-1)}(\mu) \cdot\left(1+\frac{d\left(s_{n, \tau, 0}(\mu), s_{n, \tau, 1}(\mu)\right)}{s_{n, \tau, 0}(\mu)}\right) \tag{3.4}
\end{equation*}
$$

if $s_{n, \tau, 0}(\mu) \neq 0$, while $\tilde{m}_{\sigma}^{(k)}(\mu)=\tilde{m}_{\sigma}^{(k-1)}(\mu)$ if $s_{n, \tau, 0}(\mu)=0$. From (3.4) it follows at once that $\tilde{m}_{\sigma}^{(k)}(\cdot)$ is $\omega^{*}$-continuous at every $\mu \in \mathcal{H}$ with $s_{n, \tau, 0}(\mu) \neq 0$.

Take any $\mu_{0} \in \mathcal{H}$ with $s_{n, \tau, 0}\left(\mu_{0}\right)=0$. Since $\left\{\tilde{m}_{\sigma^{\prime}}^{(k-1)}\left(\mu_{0}\right): \sigma^{\prime} \in \mathcal{C}_{n, \tau, 0}\right\}$ has constant sign (by Lemma 3.11 applied to $\tau \frown 0$ and $k-1$ ), we get $\tilde{m}_{\sigma}^{(k-1)}\left(\mu_{0}\right)=0$ and so $\tilde{m}_{\sigma}^{(k)}\left(\mu_{0}\right)=\tilde{m}_{\sigma}^{(k-1)}\left(\mu_{0}\right)=0$. Bearing in mind (3.4) and Remark 3.8(ii), we obtain

$$
\left|\tilde{m}_{\sigma}^{(k)}(\mu)-\tilde{m}_{\sigma}^{(k)}\left(\mu_{0}\right)\right|=\left|\tilde{m}_{\sigma}^{(k)}(\mu)\right| \leq\left|\tilde{m}_{\sigma}^{(k-1)}(\mu)\right|=\left|\tilde{m}_{\sigma}^{(k-1)}(\mu)-\tilde{m}_{\sigma}^{(k-1)}\left(\mu_{0}\right)\right|
$$

for every $\mu \in \mathcal{H}$. This inequality and the inductive hypothesis imply that the mapping $\tilde{m}_{\sigma}^{(k)}(\cdot)$ is $\omega^{*}$-continuous at $\mu_{0}$. The proof is finished.

## 4. Beyond the metrizable case

In this section we discuss the existence of compensation functions in certain nonmetrizable compacta. Specifically, we deal with one-point compactifications of discrete sets (Subsection 4.1) and ordinal intervals (Subsection 4.2). We shall provide examples of compact spaces $K$ which admit local compensation but no $B_{\mathcal{M}(K)}$-compensation function. Those examples and Proposition 4.1]below make clear that there exist compact spaces which do not admit local compensation.

Proposition 4.1. Let $K$ be a compact space. If $B_{\mathcal{M}(K)}$ (equipped with the $\omega^{*}$-topology) admits local compensation, then $K$ admits a $B_{\mathcal{M}(K)}$-compensation function.

Proof. Write $L:=B_{\mathcal{M}(K)}$ and let $\phi: K \rightarrow L$ be defined by $\phi(t):=\delta_{t}$, so that $\phi$ is a homeomorphism onto $\phi(K)$. Let $F: L \rightarrow B_{\mathcal{M}(L)}$ be the function defined by

$$
\langle F(\mu), f\rangle=\langle\mu, f \circ \phi\rangle \quad \text { for every } f \in C(L) \text { and } \mu \in L .
$$

Observe that $F(\mu)(D)=\mu\left(\phi^{-1}(D)\right)$ for every $\mu \in L$ and every Borel set $D \subseteq L$. Since $F$ is $\omega^{*}$-continuous and $L$ admits local compensation, there is a $\omega^{*}$-continuous function $G: L \rightarrow B_{\mathcal{M}(L)}$ such that $G(\mu)$ is a compensation of $F(\mu)$ for every $\mu \in L$. Let $S: \mathcal{M}(L) \rightarrow \mathcal{M}(\phi(K))$ be the restriction operator and $U: C(K) \rightarrow C(\phi(K))$ the isometric isomorphism given by $U(g):=g \circ \phi^{-1}$. Define $\xi: L \rightarrow L$ by $\xi:=U^{*} \circ S \circ G$.

We shall check that $\xi$ is a $B_{\mathcal{M}(K)}$-compensation function. Note first that $S \circ G$ is $\omega^{*}-\omega^{*}$-continuous, thanks to the $\omega^{*}$-continuity of $G$ and the fact that

$$
\begin{equation*}
\operatorname{supp}(G(\mu)) \subseteq \operatorname{supp}(F(\mu)) \subseteq \phi(K) \quad \text { for every } \mu \in L \tag{4.1}
\end{equation*}
$$

Hence $\xi$ is $\omega^{*}-\omega^{*}$-continuous as well. On the other hand, take any $\mu \in L$. Since $G(\mu)$ is a compensation of $F(\mu)$ and the inclusions (4.1) hold, it follows at once that $S(G(\mu))$ is a compensation of $S(F(\mu))$ Therefore, $\xi(\mu)$ is a compensation of $U^{*}(S(F(\mu)))=\mu$.

To go a bit further when studying the existence of compensation functions, we introduce the following definition.

Definition 4.2. Let $K$ be a compact space. A closeness function for $K$ is a continuous function

$$
c:\left\{(x, y, z) \in K^{3}: y \neq z\right\} \rightarrow[-1,1]
$$

such that:
(i) $c(x, y, z)=-c(x, z, y)$ whenever $y \neq z$;
(ii) $c(x, x, z)=1$ whenever $x \neq z$.

Remark 4.3. If $(K, \rho)$ is a compact metric space, then the formula

$$
c(x, y, z):=\frac{\rho(x, z)-\rho(x, y)}{\max \{\rho(x, y), \rho(x, z)\}}
$$

provides a closeness function for $K$.
Next lemma gives a connection between closeness and compensation functions:
Lemma 4.4. Let $K$ be a compact space. If $K$ admits a $B_{\mathcal{M}(K) \text {-compensation function, }}$ then $K$ admits a closeness function.

Proof. Fix a $B_{\mathcal{M}(K)}$-compensation function $\xi: B_{\mathcal{M}(K)} \rightarrow B_{\mathcal{M}(K)}$. Define

$$
c:\left\{(x, y, z) \in K^{3}: y \neq z\right\} \rightarrow \mathbb{R}, \quad c(x, y, z):=1-6 \cdot \xi(f(x, y, z))(\{y\}),
$$

where $f(x, y, z):=\frac{1}{3}\left(\delta_{y}+\delta_{z}-\delta_{x}\right)$. We will check that $c$ is a closeness function for $K$.
Fix $(x, y, z) \in K^{3}$ with $y \neq z$. Then $f(x, y, z)(K)=\frac{1}{3}>0$, hence

$$
\xi(f(x, y, z))(K)=\frac{1}{3} \quad \text { and } \quad 0 \leq \xi(f(x, y, z)) \leq(f(x, y, z))^{+}=\frac{1}{3}\left(\delta_{y}+\delta_{z}\right) .
$$

In particular, $c(x, y, z) \in[-1,1]$. On one hand, if $x=y$ then

$$
c(x, x, z)=1-6 \cdot \xi(f(x, x, z))(\{x\})=1-2 \cdot \delta_{z}(\{x\})=1-0=1 .
$$

On the other hand, $\operatorname{since} \operatorname{supp}(f(x, y, z)) \subseteq\{y, z\}$, we have

$$
\frac{1}{3}=\xi(f(x, y, z))(K)=\xi(f(x, y, z))(\{y\})+\xi(f(x, y, z))(\{z\})
$$

therefore

$$
c(x, y, z)=6 \cdot \xi(f(x, y, z))(\{z\})-1=-c(x, z, y)
$$

We finally check that $c$ is continuous at $(x, y, z)$. Since $y \neq z$, there exist disjoint open sets $V, W \subseteq K$ with $y \in V, z \in W$, and a continuous function $\phi: K \rightarrow[0,1]$ such that $\left.\phi\right|_{V} \equiv 1$ and $\left.\phi\right|_{W} \equiv 0$. Then for every $\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \in K \times V \times W$ we have

$$
\begin{equation*}
\xi\left(f\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right)\left(\left\{y^{\prime}\right\}\right)=\left\langle\xi\left(f\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right), \phi\right\rangle \tag{4.2}
\end{equation*}
$$

because $\operatorname{supp}\left(\xi\left(f\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right) \subseteq\left\{y^{\prime}, z^{\prime}\right\}\right.$. Equality (4.2) and the $\omega^{*}-\omega^{*}$-continuity of $\xi$ imply that $c$ coincides with a continuous function on $K \times V \times W$, which is an open neighborhood of $(x, y, z)$. This shows that $c$ is a closeness function for $K$.

Part (i) of the following proposition was pointed out to us by O . Kalenda and is included here with his kind permission.

Proposition 4.5. Let $K$ be a compact space admitting a closeness function.
(i) $K$ is first countable.
(ii) If $K$ is separable, then it is metrizable.

Proof. Let $c$ be a closeness function for $K$. We begin by proving the following:
CLAIM. If $x_{0} \in K$ belongs to the closure of a countable set $D \subseteq K \backslash\left\{x_{0}\right\}$, then $x_{0}$ is a $\mathcal{G}_{\delta}$-point.

Indeed, for every $z \in D$ we have $c\left(x_{0}, x_{0}, z\right)=1$, hence we can take an open neighborhood $V_{z}$ of $x_{0}$ such that $z \notin V_{z}$ and $c\left(x_{0}, x, z\right)>0$ for all $x \in V_{z}$. We claim that $\bigcap_{z \in D} V_{z}=\left\{x_{0}\right\}$. By contradiction, suppose there is $x \in \bigcap_{z \in D} V_{z} \backslash\left\{x_{0}\right\}$. Then $c\left(x_{0}, x, z\right)>0$ for all $z \in D$. Since $x_{0} \in \bar{D}$ and $c$ is continuous, we get $c\left(x_{0}, x, x_{0}\right) \geq 0$, which contradicts that $c\left(x_{0}, x, x_{0}\right)=-1$. This proves the claim.
(i) Our proof is by contradiction. Suppose there is $x \in K$ which is not a $\mathcal{G}_{\delta}$-point. Then we construct a sequence $\left(x_{n}\right)$ in $K \backslash\{x\}$ and a decreasing sequence $\left(H_{n}\right)$ of closed $\mathcal{G}_{\delta}$-sets containing $x$ as follows:

- Pick an arbitrary $x_{1} \in K \backslash\{x\}$.
- Given $n \in \mathbb{N}$, set $H_{n}:=\bigcap_{j=1}^{n}\left\{y \in K: c\left(y, x, x_{j}\right)=1\right\}$. Then $H_{n}$ is a closed $\mathcal{G}_{\delta}$-set containing $x$. Since $x$ is not a $\mathcal{G}_{\delta}$-point, we can take $x_{n+1} \in H_{n} \backslash\{x\}$.
Now let $\tilde{x}$ be a cluster point of $\left(x_{n}\right)$. By the CLAIM above, $\tilde{x} \neq x$. Since $\tilde{x} \in H_{n}$ for every $n \in \mathbb{N}$, we have $c\left(\tilde{x}, x, x_{n}\right)=1$ for every $n \in \mathbb{N}$. From the continuity of $c$ it follows that $c(\tilde{x}, x, \tilde{x})=1$, which contradicts that $c(\tilde{x}, x, \tilde{x})=-1$.
(ii) It is enough to find a countable subset of $C(K)$ that separates the points of $K$. Let $C$ be a countable dense subset of $K$. For every $t, s \in C$ with $t \neq s$, let $f_{t, s} \in C(K)$ be defined by $f_{t, s}(x):=c(x, t, s)$. Let us check that the countable family

$$
\left\{f_{t, s}: t, s \in C, t \neq s\right\}
$$

separates the points of $K$. Fix $y \neq z$ in $K$. Since $c(y, y, z)=1$, there are disjoint open sets $V_{1}, W_{1} \subseteq K$ such that $y \in V_{1}, z \in W_{1}$ and

$$
c\left(x^{\prime}, y^{\prime}, z^{\prime}\right)>0 \quad \text { for every }\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \in V_{1} \times V_{1} \times W_{1}
$$

On the other hand, since $c(z, y, z)=-1$, there are disjoint open sets $V_{2}, W_{2} \subseteq K$ such that $y \in V_{2}, z \in W_{2}$ and

$$
c\left(x^{\prime}, y^{\prime}, z^{\prime}\right)<0 \quad \text { for every }\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \in W_{2} \times V_{2} \times W_{2}
$$

Pick $t \in V_{1} \cap V_{2} \cap C$ and $s \in W_{1} \cap W_{2} \cap C$. Then $f_{t, s}(y)=c(y, t, s)>0$ while $f_{t, s}(z)=c(z, t, s)<0$. The proof is over.

By combining Lemma 4.4 Proposition 4.5 (ii) and Theorem3.2 we get:
Corollary 4.6. Let $K$ be a compact space. The following statements are equivalent:
(i) $K$ is separable and admits a $B_{\mathcal{M}(K) \text {-compensation function; }}$;
(ii) $K$ is metrizable.
4.1. One-point compactifications of discrete sets. Throughout this subsection $\Gamma$ is a non-empty set and we denote by $K:=A(\Gamma)=\Gamma \cup\{\infty\}$ the one-point compactification of $\Gamma$ equipped with the discrete topology. Since $K$ is scattered, every element of $\mathcal{M}(K)$ is of the form $\sum_{t \in K} a_{t} \delta_{t}$ for some $\left(a_{t}\right)_{t \in K} \in \ell^{1}(K)$, [13, Theorem 14.24]. It is well-known that a bounded net $\left(\mu_{\alpha}\right)$ in $\mathcal{M}(K)$ is $\omega^{*}$-convergent to $\mu \in \mathcal{M}(K)$ if and only if $\mu_{\alpha}(K) \rightarrow \mu(K)$ and $\mu_{\alpha}(\{\gamma\}) \rightarrow \mu(\{\gamma\})$ for all $\gamma \in \Gamma$. Note that if $\Gamma$ is uncountable, then $\infty$ is not a $\mathcal{G}_{\delta}$-point of $K$ and so Proposition 4.5(i) yields:

Corollary 4.7. If $\Gamma$ is uncountable set, then $A(\Gamma)$ does not admit a closeness function. Hence, it neither admits a $B_{\mathcal{M}(A(\Gamma))}$-compensation function.

However, we have the following:
Theorem 4.8. $A(\Gamma)$ admits local compensation and therefore $C(A(\Gamma))$ has the BPB property for numerical radius.

Proof. The second statement will follow from Theorem 2.2 once we prove the first one. Let $F \in W(K)$. If $F(\infty)(K)<0$, then there is a finite set $\Gamma_{1} \subseteq \Gamma$ such that $F(t)(K)<0$ for all $t \in K \backslash \Gamma_{1}$ (because the function $F(\cdot)(K): K \rightarrow \mathbb{R}$ is continuous). Fix an arbitrary compensation $\mu_{t}$ of $F(t)$ for every $t \in \Gamma_{1}$ (apply Remark[2.3). Define $\xi_{F} \in W(K)$ by

$$
\xi_{F}(t):= \begin{cases}\mu_{t} & \text { if } t \in \Gamma_{1} \\ 0 & \text { if } t \in K \backslash \Gamma_{1}\end{cases}
$$

Clearly, $\xi_{F}$ is a compensation of $F$.
Suppose now that $F(\infty)(K) \geq 0$. Since the function $F(\cdot)(K)$ is continuous, there is a countable set $A \subseteq \Gamma$ such that

$$
\begin{equation*}
F(t)(K)=F(\infty)(K) \quad \text { for every } t \in K \backslash A \tag{4.3}
\end{equation*}
$$

For every $t \in K$ the set $A_{t}:=\operatorname{supp}(F(t))$ is countable. Write

$$
\Gamma_{0}:=A_{\infty} \cap \Gamma=A_{\infty} \backslash\{\infty\}
$$

For each $s \in \Gamma_{0}$, the function $F(\cdot)(\{s\}): K \rightarrow \mathbb{R}$ is continuous (because $\{s\}$ is a clopen subset of $K$ ) and so there is a countable set $B_{s} \subseteq K$ such that

$$
\begin{equation*}
F(t)(\{s\})=F(\infty)(\{s\}) \quad \text { for every } t \in K \backslash B_{s} \tag{4.4}
\end{equation*}
$$

The set $B:=\left(\bigcup_{s \in \Gamma_{0}} B_{s}\right) \cup A \cup\{\infty\}$ is countable, hence so is $\bigcup_{t \in B} A_{t}$ and therefore

$$
N:=\overline{\bigcup_{t \in B} A_{t}}
$$

is a compact metrizable (countable) subset of $K$. Observe that for every $t \in B$ we have $\operatorname{supp}(F(t)) \subseteq N$. An appeal to Corollary 3.4 ensures the existence of a $\omega^{*}$-continuous function $G: B \rightarrow \mathcal{M}(K)$ such that $G(t)$ is a compensation of $F(t)$ for every $t \in B$. Write $\xi_{0}:=G(\infty)$. Let us define

$$
\begin{equation*}
C:=\left\{t \in K \backslash B: F(t)\left(\Gamma \backslash A_{\infty}\right) \leq 0\right\} \tag{4.5}
\end{equation*}
$$

and the mapping $\xi_{F}: K \rightarrow \mathcal{M}(K)$ by

$$
\xi_{F}(t)(\{s\}):= \begin{cases}G(t)(\{s\}) & \text { if } t \in B \text { and } s \in K,  \tag{4.6}\\ \xi_{0}(\{s\}) & \text { if } t \in C \text { and } s \in K, \\ \xi_{0}(\{s\}) & \text { if } t \notin B \cup C \text { and } s \in \Gamma_{0}, \\ \frac{\xi_{0}(\{\infty\})}{F(t)+\left(K \backslash \Gamma_{0}\right)} F(t)^{+}(\{s\}) & \text { if } t \notin B \cup C \text { and } s \in K \backslash \Gamma_{0}\end{cases}
$$

Observe that $K \backslash \Gamma_{0} \supseteq \Gamma \backslash A_{\infty}$, hence $F(t)^{+}\left(K \backslash \Gamma_{0}\right) \geq F(t)\left(\Gamma \backslash A_{\infty}\right)>0$ whenever $t \in K \backslash(B \cup C)$, so $\xi_{F}$ is well-defined. Let us show that $\xi_{F}$ is a compensation of $F$.

STEP 1. $\xi_{F}(t)$ is a compensation of $F(t)$ for every $t \in K$.
This is obvious for $t \in B$ by the choice of $G$. In particular, $\xi_{0}(K)=F(\infty)(K) \geq 0$ and $0 \leq \xi_{0} \leq F(\infty)^{+}$. Let us analyze what happens for $t \in K \backslash B$.

Case 1: Assume $t \in C$. Then $t \notin B \supseteq A$, so

$$
\xi_{F}(t)(K) \stackrel{\sqrt[4.6]{=}}{=} \xi_{0}(K)=F(\infty)(K) \stackrel{\sqrt[4.3]{=}}{=} F(t)(K)
$$

On the other hand, take any $s \in K$. Then

$$
0 \leq \xi_{F}(t)(\{s\}) \stackrel{(4.6)}{=} \xi_{0}(\{s\}) \leq F(\infty)^{+}(\{s\}) .
$$

We now distinguish several cases.

- If $s \in \Gamma_{0}$, then (4.4) implies that $F(\infty)^{+}(\{s\})=F(t)^{+}(\{s\})$.
- If $s \notin A_{\infty}$, then $F(\infty)^{+}(\{s\})=0 \leq F(t)^{+}(\{s\})$.
- If $\infty \in A_{\infty}$, then

$$
\begin{align*}
F(\infty)(\{\infty\}) & =F(\infty)(K)-\sum_{r \in \Gamma_{0}} F(\infty)(\{r\}) \stackrel{\sqrt[4.3)]{=} \stackrel{4.4]}{=} F(t)(K)-\sum_{r \in \Gamma_{0}} F(t)(\{r\})=}{ }  \tag{4.7}\\
& =F(t)(\{\infty\})+F(t)\left(\Gamma \backslash A_{\infty}\right) \stackrel{4.5]}{\leq} F(t)(\{\infty\})
\end{align*}
$$

It follows that

$$
0 \leq \xi_{F}(t)(\{s\}) \leq F(\infty)^{+}(\{s\}) \leq F(t)^{+}(\{s\}) \quad \text { for all } s \in K
$$

hence $0 \leq \xi_{F}(t) \leq F(\infty)^{+} \leq F(t)^{+}$. Therefore, $\xi_{F}(t)$ is a compensation of $F(t)$.
Case 2: Assume $t \in K \backslash(B \cup C)$. Then

$$
\begin{aligned}
\xi_{F}(t)(K) & =\sum_{s \in K} \xi_{F}(t)(\{s\}) \stackrel{\sqrt[4.6]{=}}{\sum_{s \in \Gamma_{0}} \xi_{0}(\{s\})+\frac{\xi_{0}(\{\infty\})}{F(t)^{+}\left(K \backslash \Gamma_{0}\right)} \sum_{s \in K \backslash \Gamma_{0}} F(t)^{+}(\{s\})} \\
& =\xi_{0}\left(\Gamma_{0}\right)+\xi_{0}(\{\infty\})=\xi_{0}\left(\Gamma_{0} \cup\{\infty\}\right)=\xi_{0}(K)=F(\infty)(K) \stackrel{4.3]}{=} F(t)(K)
\end{aligned}
$$

To prove that $\xi_{F}(t)$ is a compensation of $F(t)$ it remains to check that $0 \leq \xi_{F}(t) \leq F(t)^{+}$, which is equivalent to saying that $0 \leq \xi_{F}(t)(\{s\}) \leq F(t)^{+}(\{s\})$ for all $s \in K$. To this end, we distinguish two cases:

- If $s \in \Gamma_{0}$, then

$$
0 \leq \xi_{F}(t)(\{s\}) \stackrel{\sqrt[4.66]{=}}{\stackrel{\mid c}{ }} \xi_{0}(\{s\}) \leq F(\infty)^{+}(\{s\})=\stackrel{\sqrt[4.4]{=}}{=} F(t)^{+}(\{s\})
$$

- If $s \in K \backslash \Gamma_{0}$, then

$$
\begin{equation*}
0 \leq \xi_{F}(t)(\{s\}) \stackrel{\boxed{4.6}}{=} \frac{\xi_{0}(\{\infty\})}{F(t)^{+}\left(K \backslash \Gamma_{0}\right)} F(t)^{+}(\{s\}) \leq F(t)^{+}(\{s\}) \tag{4.8}
\end{equation*}
$$

because

$$
F(\infty)(\{\infty\})=F(\infty)(K)-\sum_{r \in \Gamma_{0}} F(\infty)(\{r\}) \stackrel{4.3}{=\sqrt[4.4]]{=}} F(t)\left(K \backslash \Gamma_{0}\right)
$$

yields the inequalities $\xi_{0}(\{\infty\}) \leq F(\infty)^{+}(\{\infty\}) \leq F(t)^{+}\left(K \backslash \Gamma_{0}\right)$.
STEP 2. $\xi_{F}$ is $\omega^{*}$-continuous. It suffices to check that $\xi_{F}$ is $\omega^{*}$-continuous when restricted to each of the closed sets $B, \bar{C}$ and $\overline{K \backslash(B \cup C)}$. We already know that the restriction $\left.\xi_{F}\right|_{B}=G$ is $\omega^{*}$-continuous. On the other hand, note that $\xi_{F}(t)=\xi_{F}(\infty)=\xi_{0}$ for every $t \in \bar{C}$, hence $\left.\xi_{F}\right|_{C}$ is $\omega^{*}$-continuous.

Finally, let us show that $\left.\xi_{F}\right|_{\overline{K \backslash(B \cup C)}}$ is also $\omega^{*}$-continuous. To this end, it suffices to show that, if $\left(t_{\alpha}\right)$ is a net in $K \backslash(B \cup C)$ converging to $\infty$, then $\xi_{F}\left(t_{\alpha}\right) \rightarrow \xi_{F}(\infty)=\xi_{0}$ with respect to the $\omega^{*}$-topology of $\mathcal{M}(K)$, which is equivalent to saying that

$$
\xi_{F}\left(t_{\alpha}\right)(K) \rightarrow \xi_{0}(K) \quad \text { and } \quad \xi_{F}\left(t_{\alpha}\right)(\{s\}) \rightarrow \xi_{0}(\{s\}) \text { for all } s \in \Gamma
$$

(note that $\left(\xi_{F}\left(t_{\alpha}\right)\right)$ is bounded, because $\xi_{F}(t)$ is a compensation of $F(t) \in B_{\mathcal{M}(K)}$ for every $t \in K)$. We know that $\xi_{F}(t)(K)=F(t)(K)$ for all $t \in K \backslash(B \cup C)$ (see the proof of Step 1), hence $\xi_{F}\left(t_{\alpha}\right)(K)=F\left(t_{\alpha}\right)(K) \rightarrow F(\infty)(K)=\xi_{0}(K)$.

Fix any $s \in \Gamma$. If $s \in \Gamma_{0}$, then $\xi_{F}\left(t_{\alpha}\right)(\{s\})=\xi_{0}(\{s\})=\xi_{F}(\infty)(\{s\})$ for all $\alpha$. If $s \in \Gamma \backslash \Gamma_{0}$, then by (4.8) we have

$$
0 \leq \xi_{F}\left(t_{\alpha}\right)(\{s\}) \leq F\left(t_{\alpha}\right)^{+}(\{s\}) \quad \text { for all } \alpha .
$$

Since $F\left(t_{\alpha}\right)^{+}(\{s\}) \rightarrow F(\infty)^{+}(\{s\})=0$ (because $\left.s \notin A_{\infty}\right)$, it follows that

$$
\xi_{F}\left(t_{\alpha}\right)(\{s\}) \rightarrow 0=\xi_{0}(\{s\}) .
$$

This proves that $\xi_{F}$ is $\omega^{*}$-continuous and so $\xi_{F}$ is a compensation of $F$.
4.2. Ordinal intervals. Throughout this subsection we work with the ordinal interval $K:=\left[0, \omega_{1}\right]$, which becomes a 0 -dimensional scattered compact space when equipped with its order topology. Since $K$ is scattered, every element of $\mathcal{M}(K)$ is of the form $\sum_{\alpha \in K} a_{\alpha} \delta_{\alpha}$ for some $\left(a_{\alpha}\right)_{\alpha \in K} \in \ell^{1}(K)$, [13, Theorem 14.24]. We shall also need the following well-known fact, see e.g. [12, 3.1.27].

Lemma 4.9. If $h:\left[0, \omega_{1}\right) \rightarrow \mathbb{R}$ is a continuous function, then there is $\alpha<\omega_{1}$ such that $h$ is constant on $\left[\alpha, \omega_{1}\right)$.

Since $\omega_{1}$ is not a $\mathcal{G}_{\delta}$-point of $K$, an appeal to Proposition 4.5(i) yields:
Corollary 4.10. $\left[0, \omega_{1}\right]$ does not admit a closeness function. Hence, it neither admits a $B_{\mathcal{M}\left(\left[0, \omega_{1}\right]\right)}$-compensation function.

On the other hand, we have:
Theorem 4.11. $\left[0, \omega_{1}\right]$ admits local compensation and therefore $C\left(\left[0, \omega_{1}\right]\right)$ has the BPB property for numerical radius.

Proof. The second statement will follow from Theorem 2.2 once we prove the first one. Write $C l o p(K)$ to denote the algebra of all clopen subsets of $K$. Let $F \in W(K)$. For every $\alpha \in K$, define

$$
\begin{equation*}
s(\alpha):=\sup \left\{\gamma<\omega_{1}: F(\alpha)(\{\gamma\}) \neq 0\right\}<\omega_{1} \tag{4.9}
\end{equation*}
$$

Claim 1. There exist $b \in[-1,1]$ and $\gamma_{0}<\omega_{1}$ such that

$$
\begin{equation*}
F(\gamma)\left(\left\{\omega_{1}\right\}\right)=b \quad \text { whenever } \gamma_{0} \leq \gamma<\omega_{1} \tag{4.10}
\end{equation*}
$$

Proof of Claim 1. By Lemma4.9, we only have to check that the function $F(\cdot)\left(\left\{\omega_{1}\right\}\right)$ is continuous on $\left[0, \omega_{1}\right)$. To this end, it is enough to prove the continuity on $[0, \gamma)$ for every $\gamma<\omega_{1}$. Let $\beta:=\sup \{s(\alpha): \alpha<\gamma\}<\omega_{1}$. Notice that for every $\alpha<\gamma$ we have

$$
F(\alpha)\left(\left[\beta+1, \omega_{1}\right]\right)=\sum_{\beta<\gamma \leq \omega_{1}} F(\alpha)(\{\gamma\}) \stackrel{\sqrt[4.9]{=}}{=} F(\alpha)\left(\left\{\omega_{1}\right\}\right) .
$$

Since $\left[\beta+1, \omega_{1}\right] \in \operatorname{Clop}(K)$ and $F$ is $\omega^{*}$-continuous, the previous equality ensures that the function $F(\cdot)\left(\left\{\omega_{1}\right\}\right)$ is continuous on $[0, \gamma)$. This finishes the proof of Claim 1.

CLAim 2. For every $\alpha<\omega_{1}$ there is $\alpha<\beta(\alpha)<\omega_{1}$ such that $F(\gamma)(A)=F\left(\omega_{1}\right)(A)$ for every $\beta(\alpha) \leq \gamma<\omega_{1}$ and every $A \in C l o p(K)$ such that $A \subseteq[0, \alpha]$ or $A=\left[0, \omega_{1}\right]$.

Proof of Claim 2. Note that the set

$$
\mathcal{A}_{\alpha}:=\{A \in \operatorname{Clop}(K): A \subseteq[0, \alpha]\} \cup\left\{\left[0, \omega_{1}\right]\right\}
$$

is countable (because $[0, \alpha]$ is a compact metric space and so it has countably many clopen subsets). For every $A \in \operatorname{Clop}(K)$ the function $F(\cdot)(A):\left[0, \omega_{1}\right] \rightarrow \mathbb{R}$ is continuous, hence it is constant on $\left[\beta_{A}, \omega_{1}\right]$ for some $\alpha<\beta_{A}<\omega_{1}$ (apply Lemma4.9). Now, the proof of Claim 2 finishes by taking $\beta(\alpha):=\sup \left\{\beta_{A}: A \in \mathcal{A}_{\alpha}\right\}<\omega_{1}$.

Definition. We next define by transfinite induction a strictly increasing $\omega_{1}$-sequence of ordinals $\left\{\lambda_{i}: i<\omega_{1}\right\} \subseteq\left[0, \omega_{1}\right)$. For convenience, we consider

$$
\lambda_{0}:=\max \left\{s\left(\omega_{1}\right), \gamma_{0}, \beta(0)\right\}<\omega_{1}
$$

as the starting point of the induction. If $i<\omega_{1}$ is a limit ordinal, then we set

$$
\lambda_{i}:=\sup \left\{\lambda_{j}: j<i\right\} .
$$

In the successor case, $\lambda_{i+1}$ is defined as

$$
\lambda_{i+1}:=\sup \left\{\alpha_{n}: n \in \mathbb{N}\right\}=\sup \left\{\beta_{n}: n \in \mathbb{N}\right\}
$$

where $\lambda_{i}=$ : $\alpha_{0}<\beta_{0}<\alpha_{1}<\beta_{1}<\ldots<\lambda_{i+1}$ are defined as

$$
\begin{equation*}
\beta_{n}:=\beta\left(\alpha_{n}\right) \quad \text { (given by Claim 2) } \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{n}:=\max \left\{\beta_{n-1}+1, \sup \left\{s(\gamma): \gamma \leq \beta_{n-1}\right\}\right\} \tag{4.12}
\end{equation*}
$$

Definition. We set

$$
\begin{gather*}
\mu:=F\left(\omega_{1}\right)-F\left(\omega_{1}\right)\left(\left\{\omega_{1}\right\}\right) \delta_{\omega_{1}} \in \mathcal{M}(K), \\
\mu_{\alpha}:=F(\alpha)-\mu-b \delta_{\omega_{1}}=F(\alpha)-F\left(\omega_{1}\right)+a \delta_{\omega_{1}} \in \mathcal{M}(K), \quad \alpha \in\left[0, \omega_{1}\right], \tag{4.13}
\end{gather*}
$$

where we write $a:=F\left(\omega_{1}\right)\left(\left\{\omega_{1}\right\}\right)-b$.
CLAIM 3. If $i<\omega_{1}$ and $\alpha \in\left(\lambda_{i}, \lambda_{i+1}\right)$, then $\mu_{\alpha}$ is concentrated on [ $\lambda_{i}, \lambda_{i+1}$ ] with $\mu_{\alpha}(K)=a$.

Proof of Claim 3. By (4.10) (bear in mind that $\alpha>\lambda_{0} \geq \gamma_{0}$ ) we have

$$
\begin{equation*}
F(\alpha)\left(\left\{\omega_{1}\right\}\right)=b \tag{4.14}
\end{equation*}
$$

Let $\lambda_{i}=\alpha_{0}<\beta_{0}<\alpha_{1}<\beta_{1}<\ldots<\lambda_{i+1}$ be the sequence of ordinals that defines $\lambda_{i+1}=\sup \left\{\alpha_{n}: n \in \mathbb{N}\right\}=\sup \left\{\beta_{n}: n \in \mathbb{N}\right\}$. Pick $n \in \mathbb{N}$ such that $\alpha \leq \beta_{n-1}$. By (4.12) we have $s(\alpha) \leq \alpha_{n}<\lambda_{i+1}$, and so

$$
\begin{equation*}
F(\alpha)(\{\gamma\})=0 \quad \text { for every } \lambda_{i+1}<\gamma<\omega_{1} . \tag{4.15}
\end{equation*}
$$

Note that we also have

$$
\begin{equation*}
F\left(\omega_{1}\right)(\{\gamma\})=0 \quad \text { for every } \lambda_{i+1}<\gamma<\omega_{1}, \tag{4.16}
\end{equation*}
$$

because $\lambda_{i+1}>\lambda_{0} \geq s\left(\omega_{1}\right)$. We next prove that

$$
\begin{equation*}
F(\alpha)(\{\gamma\})=F\left(\omega_{1}\right)(\{\gamma\}) \quad \text { for every } \gamma<\lambda_{i} \tag{4.17}
\end{equation*}
$$

To this end, it suffices to check the equality for every $\gamma<\lambda_{j+1}$ and every ordinal $j<i$. Let $\lambda_{j}=\alpha_{0}^{\prime}<\beta_{0}^{\prime}<\alpha_{1}^{\prime}<\beta_{1}^{\prime}<\ldots<\lambda_{j+1}$ be the sequence of ordinals that defines $\lambda_{j+1}=\sup \left\{\alpha_{n}^{\prime}: n \in \mathbb{N}\right\}=\sup \left\{\beta_{n}^{\prime}: n \in \mathbb{N}\right\}$. Then $\gamma<\alpha_{n}^{\prime}$ for some $n \in \mathbb{N}$ and so we can write $\{\gamma\}=\bigcap_{k \in \mathbb{N}} A_{k}$ for some decreasing sequence $\left(A_{k}\right)$ in $\operatorname{Clop}(K)$ with $A_{k} \subseteq\left[0, \alpha_{n}^{\prime}\right]$ for every $k \in \mathbb{N}$. Indeed, this is obvious if $\gamma=0$, while for $\gamma \neq 0$ we have $\{\gamma\}=\bigcap\left\{\left[\gamma_{1}+1, \gamma_{2}\right]: \gamma_{1}<\gamma \leq \gamma_{2}<\alpha_{n}^{\prime}\right\}$. By the choice of $\beta\left(\alpha_{n}^{\prime}\right)$ (Claim 2) and

$$
\beta\left(\alpha_{n}^{\prime}\right) \stackrel{\mid 4.11}{=} \beta_{n}^{\prime}<\lambda_{j+1} \leq \lambda_{i}<\alpha
$$

we have $F(\alpha)\left(A_{k}\right)=F\left(\omega_{1}\right)\left(A_{k}\right)$ for every $k \in \mathbb{N}$ and so

$$
F(\alpha)(\{\gamma\})=\lim _{k \rightarrow \infty} F(\alpha)\left(A_{k}\right)=\lim _{k \rightarrow \infty} F\left(\omega_{1}\right)\left(A_{k}\right)=F\left(\omega_{1}\right)(\{\gamma\}) .
$$

This proves 4.17). Since $\alpha>\lambda_{0} \geq \beta(0)$, we have $F(\alpha)(K)=F\left(\omega_{1}\right)(K)$ (Claim 2) and therefore $\mu_{\alpha}(K)=a$ (by (4.13). Finally, from (4.14), (4.15) and 4.17) we get
$\mu_{\alpha}(\{\gamma\})=F(\alpha)(\{\gamma\})-F\left(\omega_{1}\right)(\{\gamma\})+a \delta_{\omega_{1}}(\{\gamma\})=0 \quad$ for every $\gamma \in K \backslash\left[\lambda_{i}, \lambda_{i+1}\right]$.
The proof of Claim 3 is over.
CLAIM 4. For every $1 \leq i<\omega_{1}$ we have $\mu_{\lambda_{i}}=a \delta_{\lambda_{i}}$ and so

$$
\begin{equation*}
F\left(\lambda_{i}\right)=\mu+a \delta_{\lambda_{i}}+b \delta_{\omega_{1}} . \tag{4.18}
\end{equation*}
$$

Proof of Claim 4. We proceed by transfinite induction on $i$. The limit ordinal case follows from the $\omega^{*}$-continuity of $F$. Now, suppose (4.18) holds for some $1 \leq i<\omega_{1}$ and let us prove it for $i+1$. Consider again the chain $\lambda_{i}=\alpha_{0}<\beta_{0}<\alpha_{1}<\beta_{1}<\ldots<\lambda_{i+1}$ that defines $\lambda_{i+1}$ as its supremum. By the $\omega^{*}$-continuity of $F$, the sequence $\left(F\left(\beta_{n}\right)\right)$ is $w^{*}$-convergent to $F\left(\lambda_{i+1}\right)$, which (by (4.13) ) is equivalent to saying that

$$
\lim _{n \rightarrow \infty} \mu_{\beta_{n}}(A)=\mu_{\lambda_{i+1}}(A) \quad \text { for every } A \in C l o p(K)
$$

By Claim 3, each $\mu_{\beta_{n}}$ is concentrated on $\left[\lambda_{i}, \lambda_{i+1}\right]$ with $\mu_{\beta_{n}}(K)=a$. In particular, we get $\mu_{\lambda_{i+1}}(K)=a$. In order to prove that $\mu_{\lambda_{i+1}}=a \delta_{\lambda_{i+1}}$ it only remains to check that $\mu_{\lambda_{i+1}}$ is concentrated on $\left\{\lambda_{i+1}\right\}$. Fix any $A \in C \operatorname{lop}(K)$ with $A \subseteq\left[0, \lambda_{i+1}\right)$. Since $A$ is compact, we have $A \subseteq\left[0, \alpha_{n}\right)$ for some $n \in \mathbb{N}$. Then $F\left(\beta_{m}\right)(A)=F\left(\omega_{1}\right)(A)$ for every $m \geq n$ (by Claim 2 and 4.11) and so $F\left(\lambda_{i+1}\right)(A)=F\left(\omega_{1}\right)(A)$, hence $\mu_{\lambda_{i+1}}(A)=0$ (by (4.131). As $A$ is an arbitrary clopen set contained in $\left[0, \lambda_{i+1}\right)$, we conclude that $\mu_{\lambda_{i+1}}$ is concentrated on [ $\lambda_{i+1}, \omega_{1}$ ]. On the other hand, if we take any $A \in \operatorname{Clop}(K)$ with $A \subseteq\left(\lambda_{i+1}, \omega_{1}\right]$, then $\mu_{\beta_{n}}(A)=0$ for all $n \in \mathbb{N}$ and so $\mu_{\lambda_{i+1}}(A)=0$. It follows that $\mu_{\lambda_{i+1}}$ is concentrated on $\left\{\lambda_{i+1}\right\}$, which finishes the proof of Claim 4.

Claim 5. The restriction of $F$ to $\left[0, \lambda_{1}\right]$ admits a compensation.
Proof of Claim 5. Write $L:=\left[0, \lambda_{1}\right] \cup\left\{\omega_{1}\right\}$. Notice first that

$$
\begin{equation*}
\operatorname{supp}(F(\alpha)) \subseteq L \quad \text { for every } \alpha \in\left[0, \lambda_{1}\right] . \tag{4.19}
\end{equation*}
$$

Indeed, this is immediate for $\alpha=\lambda_{1}$ (by 4.18), bearing in mind that $\lambda_{1}>\lambda_{0} \geq s\left(\omega_{1}\right)$ ). Let $\lambda_{0}=\alpha_{0}<\beta_{0}<\alpha_{1}<\beta_{1}<\ldots<\lambda_{1}$ be the chain that defines $\lambda_{1}$ as its supremum. If we take any $\alpha<\lambda_{1}$, then $\alpha \leq \beta_{n-1}$ for some $n \in \mathbb{N}$ and so $s(\alpha) \leq \alpha_{n}<\lambda_{1}$ (by (4.12)),
hence $\operatorname{supp}(F(\alpha)) \subseteq L$. This proves (4.19). Since $L$ is compact metrizable, the claim now follows from Corollary 3.4

CLaim 6. There exist $0 \leq a^{\prime} \leq \max \{a, 0\}, 0 \leq b^{\prime} \leq \max \{b, 0\}$ and $\nu \in \mathcal{M}(K)$ with $0 \leq \nu \leq \mu^{+}$such that:
(i) $\nu+a^{\prime} \delta_{\lambda_{i}}+b^{\prime} \delta_{\omega_{1}}$ is a compensation of $F\left(\lambda_{i}\right)$ for every $1 \leq i<\omega_{1}$;
(ii) $\nu+\left(a^{\prime}+b^{\prime}\right) \delta_{\omega_{1}}$ is a compensation of $F\left(\omega_{1}\right)$.

Proof of Claim 6. Write $c:=a+b=F\left(\omega_{1}\right)\left(\left\{\omega_{1}\right\}\right)$. Observe that

$$
F\left(\omega_{1}\right)=\mu+c \delta_{\omega_{1}} \quad \text { and } \quad F\left(\lambda_{i}\right) \stackrel{4.18}{=} \mu+a \delta_{\lambda_{i}}+b \delta_{\omega_{1}} \text { for every } 1 \leq i<\omega_{1}
$$

hence $F\left(\lambda_{i}\right)(K)=F\left(\omega_{1}\right)(K)$ (this equality also follows from Claim 2). Thus, the statement of Claim 6 holds trivially if $F\left(\omega_{1}\right)(K) \leq 0$. We assume that $F\left(\omega_{1}\right)(K)>0$ and distinguish two cases.

Case 1. If $c \geq 0$, choose $a^{\prime \prime}, b^{\prime \prime} \in \mathbb{R}$ such that $a^{\prime \prime} \delta_{\lambda_{1}}+b^{\prime \prime} \delta_{\omega_{1}}$ is a compensation of $a \delta_{\lambda_{1}}+b \delta_{\omega_{1}}$. Then $0 \leq a^{\prime \prime} \leq \max \{a, 0\}, 0 \leq b^{\prime \prime} \leq \max \{b, 0\}$ and $a^{\prime \prime}+b^{\prime \prime}=a+b=c$. Set $\nu_{0}:=\mu+a^{\prime \prime} \delta_{\lambda_{1}}+b^{\prime \prime} \delta_{\omega_{1}}$ and note that $\nu_{0}(K)=\mu(K)+c=F\left(\omega_{1}\right)(K)>0$. Let $\nu_{1}$ be a compensation of $\nu_{0}$. Then $\nu_{1}(K)=\nu_{0}(K)$ and

$$
0 \leq \nu_{1} \leq\left(\mu+a^{\prime \prime} \delta_{\lambda_{1}}+b^{\prime \prime} \delta_{\omega_{1}}\right)^{+}=\mu^{+}+a^{\prime \prime} \delta_{\lambda_{1}}+b^{\prime \prime} \delta_{\omega_{1}}
$$

so we can write $\nu_{1}=\nu+a^{\prime} \delta_{\lambda_{1}}+b^{\prime} \delta_{\omega_{1}}$ for some $0 \leq a^{\prime} \leq a^{\prime \prime}, 0 \leq b^{\prime} \leq b^{\prime \prime}$ and $\nu \in \mathcal{M}(K)$ with $0 \leq \nu \leq \mu^{+}$. It is clear that $\nu+a^{\prime} \delta_{\lambda_{i}}+b^{\prime} \delta_{\omega_{1}}$ is a compensation of $F\left(\lambda_{i}\right)$ for every $1 \leq i<\omega_{1}$ and that $\nu+\left(a^{\prime}+b^{\prime}\right) \delta_{\omega_{1}}$ is a compensation of $F\left(\omega_{1}\right)$.

Case 2. If $c<0$, then let $\nu$ be a compensation of $F\left(\omega_{1}\right)$, so that $\nu(K)=F\left(\omega_{1}\right)(K)$ and $0 \leq \nu \leq\left(\mu+c \delta_{\omega_{1}}\right)^{+}=\mu^{+}$. In particular, $\nu$ is a compensation of $F\left(\lambda_{i}\right)$ for every $1 \leq i<\omega_{1}$, so we can take $a^{\prime}=b^{\prime}=0$ to conclude the proof of Claim 6.

CLAIM 7. For every $1 \leq i<\omega_{1}$ there is a $\omega^{*}$-continuous function

$$
\xi_{i}:\left[\lambda_{i}, \lambda_{i+1}\right] \rightarrow \mathcal{M}(K)
$$

such that $\xi_{i}(\alpha)$ is a compensation of $\mu_{\alpha}$ for all $\alpha \in\left[\lambda_{i}, \lambda_{i+1}\right]$.
Proof of Claim 7. [ $\lambda_{i}, \lambda_{i+1}$ ] is compact metrizable. Since $\operatorname{supp}\left(\mu_{\alpha}\right) \subseteq\left[\lambda_{i}, \lambda_{i+1}\right]$ for every $\alpha \in\left[\lambda_{i}, \lambda_{i+1}\right]$ (Claims 3 and 4) and the mapping $\alpha \mapsto \mu_{\alpha}$ is $\omega^{*}$-continuous (see (4.13)), the existence of $\xi_{i}$ follows from Corollary 3.4

Let $G:\left[0, \lambda_{1}\right] \rightarrow \mathcal{M}(K)$ be a compensation of $\left.F\right|_{\left[0, \lambda_{1}\right]}$ (Claim 5). We now define $\xi_{F}: K \rightarrow \mathcal{M}(K)$ by

$$
\xi_{F}(\alpha):= \begin{cases}G(\alpha) & \text { if } \alpha \in\left[0, \lambda_{1}\right] \\ \nu+a^{\prime} \delta_{\lambda_{i}}+b^{\prime} \delta_{\omega_{1}} & \text { if } \alpha=\lambda_{i} \text { and } 2 \leq i<\omega_{1} \\ \nu+\tilde{a} \xi_{i}(\alpha)+b^{\prime} \delta_{\omega_{1}} & \text { if } \alpha \in\left(\lambda_{i}, \lambda_{i+1}\right) \text { and } 1 \leq i<\omega_{1} \\ \nu+\left(a^{\prime}+b^{\prime}\right) \delta_{\omega_{1}} & \text { if } \alpha=\omega_{1}\end{cases}
$$

where $\tilde{a}:=\frac{a^{\prime}}{a}$ if $a>0$ and $\tilde{a}:=0$ if $a \leq 0$.
We next check that $\xi_{F}(\alpha)$ is a compensation of $F(\alpha)$ for every $\alpha \in K$. This is clear for $\alpha \in\left[0, \lambda_{1}\right]$ (by the choice of $G$ ) and $\alpha \in\left\{\lambda_{i}: 2 \leq i<\omega_{1}\right\} \cup\{\infty\}$ (by Claim 6). Take $\alpha \in\left(\lambda_{i}, \lambda_{i+1}\right)$ for some $1 \leq i<\omega_{1}$. Then $\mu_{\alpha}$ is concentrated on [ $\lambda_{i}, \lambda_{i+1}$ ] with $\mu_{\alpha}(K)=a$ (Claim 3). Since $\xi_{i}(\alpha)$ is a compensation of $\mu_{\alpha}$ (Claim 7), we have $\xi_{i}(\alpha)=0$ whenever $a \leq 0$, while $\xi_{i}(\alpha)(K)=a$ and $0 \leq \xi_{i}(\alpha) \leq \mu_{\alpha}^{+}$whenever $a>0$. In any case, we have $\tilde{a} \xi_{i}(\alpha)(K)=a^{\prime}$. Note also that $F(\alpha)(K)=F\left(\omega_{1}\right)(K)$ (by Claim 2, since $\alpha>\lambda_{0} \geq \beta(0)$ ). We now distinguish two cases.

- If $F\left(\omega_{1}\right)(K)>0$, then

$$
\xi_{F}(\alpha)(K)=\left(\nu+\tilde{a} \xi_{i}(\alpha)+b^{\prime} \delta_{\omega_{1}}\right)(K)=\nu(K)+a^{\prime}+b^{\prime}=F\left(\omega_{1}\right)(K)=F(\alpha)(K)
$$

(bear in mind that $\nu+\left(a^{\prime}+b^{\prime}\right) \delta_{\omega_{1}}$ is a compensation of $F\left(\omega_{1}\right)$, see Claim 6). Since $\nu \leq \mu^{+}, \tilde{a} \xi_{i}(\alpha) \leq \xi_{i}(\alpha) \leq \mu_{\alpha}^{+}$and $b^{\prime} \leq \max \{b, 0\}$, we conclude that

$$
0 \leq \xi_{F}(\alpha) \leq \mu^{+}+\mu_{\alpha}^{+}+\max \{b, 0\} \delta_{\omega_{1}} \stackrel{\boxed{4.13}}{=} F(\alpha)^{+}
$$

This shows that $\xi_{F}(\alpha)$ is a compensation of $F(\alpha)$.

- If $F\left(\omega_{1}\right)(K) \leq 0$, then $\nu=0$ and $a^{\prime}=b^{\prime}=0$ (Claim 6), hence $\xi_{F}(\alpha)=0$ is the compensation of $F(\alpha)$.
Finally, we check that $\xi_{F}$ is $\omega^{*}$-continuous. Observe that the continuity of $\xi_{F}$ on the open set $\left[0, \lambda_{1}\right] \cup \bigcup_{1 \leq i<\omega_{1}}\left(\lambda_{i}, \lambda_{i+1}\right)$ follows at once from the $\omega^{*}$-continuity of $G$ and the $\xi_{i} \mathrm{~s}$. On the other hand, for any $1 \leq i<\omega_{1}$, we have $\mu_{\lambda_{i+1}}=a \delta_{\lambda_{i+1}}$ (Claim 4), hence $\xi_{i}\left(\lambda_{i+1}\right)=\max \{a, 0\} \delta_{\lambda_{i+1}}$ and so $\tilde{a} \xi_{i}\left(\lambda_{i+1}\right)=a^{\prime} \delta_{\lambda_{i+1}}$. The last equality and the $\omega^{*}$-continuity of $\xi_{i}$ at $\lambda_{i+1}$ ensure that $\xi_{F}$ is $\omega^{*}$-continuous at $\lambda_{i+1}$. To finish the proof we show that $\xi_{F}$ is continuous at $\omega_{1}$. Fix any $A \in \operatorname{Clop}(K)$. By Lemma 4.9 applied to the restriction of $\xi_{F}(\cdot)(A)$ to $\left[0, \omega_{1}\right)$, there exists some $\alpha_{A}<\omega_{1}$ such that $\xi_{F}(\alpha)(A)=\xi_{F}\left(\alpha_{A}\right)(A)=: x_{A}$ for all $\alpha_{A} \leq \alpha<\omega_{1}$. Choose $2 \leq i_{A}<\omega_{1}$ such that $\lambda_{i} \geq \alpha_{A}$ for every $i_{A} \leq i<\omega_{1}$. Then $x_{A}=\xi_{F}\left(\lambda_{i}\right)(A)=\left(\nu+a^{\prime} \delta_{\lambda_{i}}+b^{\prime} \delta_{\omega_{1}}\right)(A)$ for every $i_{A} \leq i<\omega_{1}$, and so $x_{A}=\left(\nu+a^{\prime} \delta_{\omega_{1}}+b^{\prime} \delta_{\omega_{1}}\right)(A)=\xi_{F}\left(\omega_{1}\right)(A)$.

The proof of the theorem is over.
Remark 4.12. Using essentially the same arguments, one can prove by induction that the ordinal interval $\left[0, \aleph_{n}\right]$ admits local compensation for each $n \in \mathbb{N}$. It is not so clear to us what happens at $\aleph_{\omega}$.
4.3. Some open problems. Let $K$ be an arbitrary compact space.
(a) Does $C(K)$ have the BPB property for numerical radius?
(b) Does $K$ admit local compensation if $C(K)$ has the BPB property for numerical radius?
(c) Is $K$ metrizable if it admits a compensation function?
(d) Does $K$ admit a compensation function if it admits a $B_{\mathcal{M}(K)}$-compensation function?
(e) Does $K$ admit a $B_{\mathcal{M}(K)}$-compensation function if it admits a closeness function?
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